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Abstract 

The development of cooperative vehicle systems is one of the industry's choices to mitigate traffic and 

transportation problems in urban centers and roads. However, the development of these systems is increasingly 

complex due to their multiple facets encompassing control, communications, and safety. The high level of 
integration between communication networks, sensors, actuators, and the dynamic characteristics of individual 

and group vehicles demands coordinated systems capable of responding in real-time to environment variations.  

This Thesis addresses the building of a design framework for validation of the safety and performance aspects of 

these cooperative Cyber-Physical Systems (Co-CPS). We choose the study of cooperative vehicular platoons (Co-
VP), since such applications are of great interest, due their potential to reduce energy consumption, improve 

traffic flow and increase transportation capacity. However, the literature shows a gap space in the integrated study 
of Co-VP control dynamics regarding communication issues. These systems are prone to safety failures when 

threatened by communication errors and delays. Moreover, the difficulty in consolidating a validation tool capable 
of jointly analyzing these aspects, showing the impacts of communication on control systems, was also observed.  

The efficient validation of Co-VP systems demands a deep understanding of multiple topics. We begin by 
presenting a review of Co-VP research in terms of control and compile the most important characteristics of ETSI 

ITS-G5, the chosen communication infrastructure. Next, we conduct a multidimensional survey on the advances 
related to this subject, evaluating the control models and the impacts that network constraints cause on these 

vehicles. Finally, we present strategies to minimize security problems involving these applications. 

Seeking to mitigate the lack of a Co-VP simulation tool that meets the needs of safety validation, this Thesis 

describes the construction of an integrated framework for developing, testing, and evaluating these systems. 
Encompassing microscopic aspects of communication and control, CopaDrive uses ROS as an integrative tool, 

extending the framework from simulation to implementation on a robotic testbed through a hybrid environment, in 

a Hardware in the Loop (HIL). Using the 3D robot simulator and a communication network simulator, we evaluate 

how the use of Cooperative Awareness Messages (CAMs), defined by ETSI ITS-G5, impacts the ability of the 
platoon to perform a u-turn. Furthermore, this Thesis presents how the same control and communication model 

was used in HIL, to validate a Control Loss Warning (CLW) module. Finally, we also show how the control model 
can be validated using a robotic testbed, using real On-board Units (OBUs). 

The vehicles participating in a cooperative platoon are subject to quick conditions changes. Thus, considering only 

their longitudinal motion is not a reasonable option since the cars will inevitably have to make turns and face 

obstacles on a usual path. Therefore, we propose a Look-Ahead controller capable of integrating the lateral and 

longitudinal controls of the vehicles in the platoon in a distributed way. By propagating the trajectory of the lead 
vehicle through predecessor-follower communication, we reduce heading and distance errors, increasing the 

system's safety. We also propose using a lateral adjustment to correct the effect of cutting corners caused by the 
distance between the leader and the follower when a turn is performed. 

The evolution of Co-VP systems is intrinsically dependent on communications, which are responsible for ensuring 
message delivery. Regarding the ITS-G5, this Thesis restricts the CAMs triggering mechanism by proposing a 

Platoon Service Profile (PSP). We show how this restriction contributes to increased platoon performance by 
reducing lateral and longitudinal errors in realistic scenarios. We also compare other message firing models 

established by ETSI ITS-G5 and conclude that using PSP does not significantly increase network throughput. We 
also show its applicability for urban and freeway scenarios. 
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Since the scenarios and technologies surrounding CPS are highly dynamic, we also show how CopaDrive can be 

used to validate cooperative vehicular applications for different environments. In this Thesis, for convenience and 

without loss of generality, we apply the proposed framework to a learning academic system using an inter-

vehicular sensor network based on the IEEE 802.15.4 communication protocol. 
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Abstract

The development of cooperative vehicle systems is one of the industry’s choices to mitigate
traffic and transportation problems in urban centers and roads. However, the development of
these systems is increasingly complex due to their multiple facets encompassing control, commu-
nications, and safety. The high level of integration between communication networks, sensors,
actuators, and the dynamic characteristics of individual and group vehicles demands coordinated
systems capable of responding in real-time to environment variations.

This Thesis addresses the building of a design framework for validation of the safety and
performance aspects of these cooperative Cyber-Physical Systems (Co-CPS). We choose the study
of cooperative vehicular platoons (Co-VP), since such applications are of great interest, due their
potential to reduce energy consumption, improve traffic flow and increase transportation capacity.
However, the literature shows a gap space in the integrated study of Co-VP control dynamics
regarding communication issues. These systems are prone to safety failures when threatened
by communication errors and delays. Moreover, the difficulty in consolidating a validation tool
capable of jointly analyzing these aspects, showing the impacts of communication on control
systems, was also observed.

The efficient validation of Co-VP systems demands a deep understanding of multiple topics.
We begin by presenting a review of Co-VP research in terms of control and compile the most
important characteristics of ETSI ITS-G5, the chosen communication infrastructure. Next, we
conduct a multidimensional survey on the advances related to this subject, evaluating the control
models and the impacts that network constraints cause on these vehicles. Finally, we present
strategies to minimize security problems involving these applications.

Seeking to mitigate the lack of a Co-VP simulation tool that meets the needs of safety vali-
dation, this Thesis describes the construction of an integrated framework for developing, testing,
and evaluating these systems. Encompassing microscopic aspects of communication and control,
CopaDrive uses ROS as an integrative tool, extending the framework from simulation to imple-
mentation on a robotic testbed through a hybrid environment, in a Hardware in the Loop (HIL).
Using the 3D robot simulator and a communication network simulator, we evaluate how the use
of Cooperative Awareness Messages (CAMs), defined by ETSI ITS-G5, impacts the ability of the
platoon to perform a u-turn. Furthermore, this Thesis presents how the same control and commu-
nication model was used in HIL, to validate a Control Loss Warning (CLW) module. Finally, we
also show how the control model can be validated using a robotic testbed, using real On-board
Units (OBUs).

The vehicles participating in a cooperative platoon are subject to quick conditions changes.
Thus, considering only their longitudinal motion is not a reasonable option since the cars will
inevitably have to make turns and face obstacles on a usual path. Therefore, we propose a Look-
Ahead controller capable of integrating the lateral and longitudinal controls of the vehicles in the
platoon in a distributed way. By propagating the trajectory of the lead vehicle through predecessor-
follower communication, we reduce heading and distance errors, increasing the system’s safety.
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We also propose using a lateral adjustment to correct the effect of cutting corners caused by the
distance between the leader and the follower when a turn is performed.

The evolution of Co-VP systems is intrinsically dependent on communications, which are res-
ponsible for ensuring message delivery. Regarding the ITS-G5, this Thesis restricts the CAMs
triggering mechanism by proposing a Platoon Service Profile (PSP). We show how this restriction
contributes to increased platoon performance by reducing lateral and longitudinal errors in rea-
listic scenarios. We also compare other message firing models established by ETSI ITS-G5 and
conclude that using PSP does not significantly increase network throughput. We also show its
applicability for urban and freeway scenarios.

Since the scenarios and technologies surrounding CPS are highly dynamic, we also show how
CopaDrive can be used to validate cooperative vehicular applications for different environments.
In this Thesis, for convenience and without loss of generality, we apply the proposed framework to
a learning academic system using an inter-vehicular sensor network based on the IEEE 802.15.4
communication protocol.

Keywords: Cooperative Vehicular Platooning, Vehicular Networks, Simulation Framework, ETSI
ITS-G5, Vehicular Control.



Resumo

O desenvolvimento de sistemas cooperativos veiculares é uma das apostas da indústria para
mitigação de problemas de trânsito e transporte em centros urbanos e nas estradas. Entretanto, o
desenvolvimento destes sistemas é cada vez mais complexo, em função de suas múltiplas face-
tas, que englobam controle, comunicações e segurança. Assim, o alto nível de integração entre
redes de comunicação, sensores, atuadores e características dinâmicas individuais e do conjunto
de veículos demanda sistemas coordenados e capazes de responder em tempo real as variações do
ambiente.

Essa tese focou-se na construção de um ambiente que permitisse validar diferentes aspectos
de segurança e desempenho destes sistemas cooperativos cyber-físicos (Co-CPS). Assim, optou-se
por desenvolver o estudo dos pelotões veiculares cooperativos (Co-VP), por conta de seu poten-
cial de redução de consumo de combustíveis, melhoria do tráfego e aumento da capacidade de
transporte. Contudo, a literatura da área mostra um espaço não preenchido no estudo integrado
das dinâmicas de controle Co-VP quando sujeito aos problemas causados pela comunicação. As-
sim, estes sistemas estão sujeitos a falhas de segurança quando ameaçados por perdas e atrasos
de pacotes. Além disso, observou-se ainda a dificuldade em consolidar uma ferramenta de valida-
ção capaz de analisar estes aspectos de maneira conjunta, apontando os impactos da comunicação
sobre os sistemas de controle.

A validação eficiente dos sistemas Co-VP demanda um profundo conhecimento das dinâmicas
envolvidas e dos modelos utilizados. Assim, apresentamos uma revisão dos trabalhos que estudam
as aplicações Co-VP em termos de controle e fazemos uma compilação das características mais
importantes do ETSI ITS-G5, escolhido como modelo de comunicação a ser implementado. Em
seguida, realizamos um survey multidimensional sobre os avanços relacionados a esse assunto,
avaliando os modelos de controle e os impactos que os problemas de rede ocasionam sobre estes
veículos. Como um aspecto mandatório, apresentamos ainda os estudos realizados para minimizar
problemas de segurança que envolvem estas aplicações.

Buscando mitigar a falta de uma ferramenta de simulação Co-VP que atenda às necessida-
des de validação de segurança, essa tese descreve a construção de um framework integrado de
desenvolvimento, teste e avaliação destes sistemas. Englobando aspectos microscópicos de comu-
nicação e controle, o CopaDrive utiliza o ROS como ferramenta integradora capaz de estendê-la
desde a simulação até a implementação em uma testbed robótica, passando por um ambiente hí-
brido, definido com Hardware in the Loop (HIL). Por meio de um simulador 3D e de um simulador
de redes de comunicação, avaliamos como o uso das Cooperative Awareness Messages (CAMs),
definidas pelo ETSI ITS-G5 impacta na capacidade do pelotão de realizar uma curva fechada. Essa
tese apresenta ainda como o mesmo modelo de controle e de comunicação foi validado no HIL,
utilizando ainda ferramentas externas de segurança, como o Control Loss Warning (CLW). Final-
mente, mostramos ainda como o modelo de controle pode ser validado por meio de uma testbed
robótica, utilizando On-board Units (OBUs).

Os veículos participantes de um pelotão cooperativo estão sujeitos a diversas variações de
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condições e mudanças de cenário. Assim, considerar apenas o movimento longitudinal do mesmo
não é uma opção razoável, já que em um trajeto comum, os veículos fatalmente terão de fazer
curvas e encarar obstáculos. Assim, propomos um controlador Look-Ahead, capaz de integrar
os controles laterais e longitudinais dos veículos do pelotão de forma distribuída. Ao propagar a
trajetória do veículo líder por meio da comunicação predecessor-seguidor, reduzimos os erros de
direção e de distância, aumentando a segurança do sistema. Propomos ainda o uso de um ajuste
lateral para corrigir o efeito de cortar os cantos das curvas, provocado pela distância entre o líder
e o seguidor no momento da realização da curva.

A evolução dos sistemas Co-VP depende intrinsecamente das comunicações, responsáveis por
garantir a entrega das mensagens. Nesta tese, restringimos os gatilhos que disparam as CAMs,
propondo um Platoon Service Profile (PSP). Mostramos como essa restrição contribui para o au-
mento do desempenho do pelotão, reduzindo erros laterais e longitudinais em cenários realísticos.
Comparamos ainda outros modelos de disparos de mensagens, estabelecidos pelo ETSI ITS-G5, e
concluímos que o uso do PSP não aumenta significativamente o throughput na rede. Desse modo,
mostramos sua aplicabilidade para cenários urbanos e de autoestradas.

Sendo os cenários e as tecnologias que envolvem os CPS altamente dinâmicas, mostramos
ainda como o CopaDrive pode ser utilizado na validação de diferentes ambientes. Nesta tese,
provemos os mecanismos para essa expansão, aplicando-o ao contexto acadêmico estudantil e o
modificamos para a validação de uma rede de sensores intra-veicular baseada no protocolo IEEE
802.15.4.

Keywords: Pelotão Veicular Cooperativo, Redes de Comunicação Veicular, Framework de Simu-
lação, ETSI ITS-G5, Controle Veicular
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Capítulo 1

Introduction

Cyber-Physical Systems (CPS) have taken on the most diverse roles and applications in incre-

asingly complex scenarios. From the industrial field to the simplest everyday utensils, their ability

to integrate themselves increases their importance. It allows them to be used in more significant

numbers and with greater security. On the other hand, the advance in communication networks

has allowed the development of a new class of CPS capable of working together, called Coopera-

tive CPS (Co-CPS). Co-CPSs presents a new paradigm, increasing their capacity to act, allowing

the performance of critical activities with the need for real-time responses for joint action [224].

Along with the new capabilities, new challenges have arisen inherent to the safety and security of

their use in different contexts.

Such systems, characterized by unprecedented levels of ubiquity, give rise to research in se-

veral areas, including Drones and Industry 4.0. Among these, the study and development of auto-

nomous vehicles (AVs) has become a reality in recent years, bringing an impact on society that is

both profound in the way it changes mobility and transportation systems as well as far-reaching in

the technological evolution associated with its development process [195]. Large companies in-

vest heavily in their autonomous platforms, seeking to enter and take hold of an emerging market

of great potential [310]. According to [275, 105], the global market size of autonomous driving is

$24.1B, with a growth expectation up to $173.15B by 2030, with Shared Mobility Services Con-

tributing to 65.31%. However, many issues concerning cost and legal barriers need to be addressed

to achieve a more significant reach [270].

The extension of autonomous cars into an integrated transportation and mobility vision defi-

nes the Intelligent Transportation System (ITS) concepts. In this scenario, connectivity between

vehicles (V2V) and between vehicles and infrastructure (V2I) provides the dissemination of infor-

mation between agents, enabling a variety of advanced applications. Thus, Cooperative Vehicular

Platooning (Co-VP) [128] emerges as a key application that will advance the safety and efficiency

of autonomous driving. Road capacity and energy efficiency can be increased by having groups

1
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of vehicles traveling close together and constantly exchanging information through vehicle-to-

everything (V2X) links. At the same time, accident occurrence is reduced [18, 256]. The deve-

lopment of connected platoons is present in the plans of automakers, developers and governments

worldwide [282, 3, 115] with an agenda for implementation until 2030 [118].

The European Telecommunications Standards Institute (ETSI) ITS-G5 [72] and the IEEE 1609

Family of Standards for Wireless Access in Vehicular Environments (WAVE) [67, 132] have be-

come the leading standards defining V2X communication. These operate on top of existing PHY/-

MAC technologies, such as the IEEE 802.11p-based Direct Short Range Communications (DSRC)

or the 3GPP’s C-V2X (that encompass LTE-V2X and NR-V2X) [203, 2]. The studies and applica-

tions of these communication technologies have expanded the possibilities of Co-VP applications,

defining rules, scenarios, and use cases that validate the applications and determine conditions of

use. The European Union has advocated using the ETSI ITS-G5 standards in its vehicle commu-

nication studies, while the US has opted for the WAVE solution. ETSI also defines a series of

use cases and safety-critical conditions for implementing solutions in various scenarios, including

Co-VP applications.

However, Co-VP present several safety challenges, considering that they heavily rely on wire-

less communications to exchange safety-critical information. For example, frequently in Co-VP,

wireless exchanged messages contribute to maintaining the inter-vehicle safety distance or relay

safety alarms to the following vehicles. Hence, just as V2X communication can improve plato-

oning safety [149], via the introduction of an additional information source beyond the limit of

the vehicle’s sensors, its usage also raises concerns regarding the reliability and security of com-

munications and its impact on traffic safety, and efficiency [5, 336]. Furthermore, several adverse

effects can be observed in Co-CPS controllers in the presence of communication issues, such as

data packet loss and transmission delay [273].

To address many of these problems in safety-critical Co-CPS, the SafeCOP project [66] he-

avily studied these topics towards the definition of mechanisms and safety assurance procedures

that could guarantee safety in those systems-of-systems. One example of such systems with direct

applicability to Co-VP is the Control Loss Warning (CLW), as proposed in one of the use cases

and described in [227, 202]. This system aims to trigger a specific safety action according to the

scenario if one or more of the vehicles involved in the platoon fails to maintain the required speed

or distance (longitudinal or lateral) to the preceding vehicle. It was achieved by analyzing the

received data from the preceding vehicle and comparing it to the current and predicted behavior

of the car.

To understand the safety limits of such proposals in an understandable fashion, extensive tes-

ting and validation must be carried out. Nonetheless, the complexity, cost, and safety risks in-

volved in testing with actual device deployments, progressively demand realistic simulation tools

to ease the validation of such technologies, helping to bridge the gap between development and

real-world deployment. Notably, as accurately as possible, such comprehensive simulation tools

must be able to mimic real-life scenarios from the autonomous driving or control perspective and

the communications perspective, as both are highly interdependent.
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Thus, the demand for a validation system for Co-CPS systems involves evaluating the entire

implementation chain of its components in a reliable and integrated manner of its components.

Unfortunately, there is no tool capable of analyzing realistic scenarios involving aspects of control

and communication networks, examining the impacts that different network problems may cause

in control systems, and vice-versa. Such an integrated validation process would also allow for

the analysis of platoon performance aspects related to safety and security. This is the strategy we

follow in this Thesis.

1.1 Motivation and Challenges

The implementation of Co-VP systems presents challenge since a significant set of adopted

models can be as centralized or distributed, equipped or not with delays and with a series of critical

safety constraints to reduce the possibility of accidents. For instance, in a connected platoon, vehi-

cles can travel at higher speeds with inferior inter-vehicle distance, thus reducing fuel consumption

by taking advantage of the slipstream while retaining all safety guarantees [18, 256, 145], such as

improving longitudinal safety [168] and increasing the road capacity [27]. Co-VPs also reduce the

risk for soldiers in military theaters by reducing the need for drivers on military convoys [104] and

increase passenger capacity in public transport [126].

The modeling of these Co-VP controllers demands the analysis of the follower vehicles’ ability

to react promptly to the leader car’s action, dealing with the inherent communication delays and the

constant scenario variations. On the other hand, the network models must be adequate to respond

to road conditions and message triggers in real time. This challenging application encompasses

different topics, such as cooperative control models [112], V2V and V2I communication [94],

energy efficiency [190], safety, interaction with other vehicles and platoons, among others. The

V2V and V2I communication have an important role in increasing the performance of the resulting

platoons compared to those obtained without communication between the vehicles [341, 141].

Already widely used to design robotics applications, the Robot Operating System (ROS) fra-

mework has been steadily addressing autonomous vehicles, easing the development process by

providing multiple libraries, tools, and algorithms, and supporting several applications capable of

simulating the physics and several of the sensor/actuator and control components of these vehicles.

On the other hand, several network simulators are available and capable of carrying out network

simulations of vehicular networks. Nonetheless, these tools remain mostly separated from the

autonomous driving reality, offering few or minimal capabilities to evaluate complex cooperative

autonomous driving systems.

Although using simulation software is the most flexible and economical approach for analy-

zing these issues, with the ability to scale the system as desired, the fact that such simulators do

not encompass the processing characteristics or constraints of real computing and communication

platforms reduces their effectiveness. Therefore, several efforts have been carried out to integrate

simulations with Hardware in the Loop (HIL) [269, 307], which implements safety mechanisms.
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This approach enables the deployment, test, and validation of such safety mechanisms in many

scenarios, exploring the performance limits while guaranteeing safety.

Although the value of such methodology is indisputable since it can provide significant additi-

onal support to the systems development, there are still limitations, as several vehicle components

are not included. In addition, such tests are expensive and challenging to scale. Robotic testbeds

appear as a good solution in the middle ground between such simulation-based approaches and

full vehicle deployments. Considering their flexibility, they can integrate with different platforms

to be deployed in vehicles. They also can be deployed indoors in controlled environments and

partially replicate a realistic scenario at a fraction of the cost of an actual vehicle [97]. Therefore,

there is no single solution to support the development, testing, and validation of Co-VP systems,

as each presents its clear advantages and limitations. The best approach is thus to rely upon the

usage of several test and validation tools for each stage of the development process.

On the other hand, the lack of integration between different platforms significantly increa-

ses the development time of the Co-CPS system. The effort involved in integrating the system

components with the validation platform is repeatedly discarded due to the significant differences

between test environments and the prototype system. We believe that a fully integrated framework

supported by ROS can serve the purpose of providing standard middleware from the beginning of

the development process to the final deployment of the prototype system.

1.2 Approach

We studied four aspects to tackle the challenges identified in the previous section. First, we

studied the impact of communications on Co-VP control systems to increase the security of these

applications and ensure their applicability in existing systems. The various problems regarding

control systems in connected platoons were studied, including different models, control limitati-

ons, and real-time systems. Third, we also examined the most used communication networks, their

differences, and their applications. Finally, we surveyed the existing validation means, comparing

them regarding strengths and weaknesses.

A review of validation tools for Co-CPS systems shows a wide variety. Several tools show

capability and potential for modeling and performing tests that allow understanding the operation

of these systems. In this context, ROS emerges as a potential solution enabler because of its

flexibility and integration capability. However, the limitation of integration between robotic and

network simulators hindered the mimicking of realistic models that would allow the validation

of control strategies and the use of the communication model. Thus, we developed a 3D vehicle

simulation tool integrated with an ETSI ITS-G5 network simulator, which allowed the evaluation

of network problems, such as delays and packet losses on the safety and reliability of the Co-VP

system. This tool was named CopaDrive, with ROS as the engine, Gazebo as the 3D interface,

and OMNET++ as the network simulation tool. Given the critical nature of these systems and the

conditions to be evaluated, the focus was on using a simulator capable of validating microscopic
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aspects of the interactions between agents, such as cornering, dragging, vehicle mechanics, and

obstacle avoidance, among others.

The construction of CopaDrive also involved the definition of an architecture that would mini-

mize the effort of implementation in a real platform, reducing the distance between the virtual and

real worlds. Opting for ROS allowed the evolution of CopaDrive into a framework that validates

cooperative platooning systems. This framework allowed the migration of the models used in si-

mulation to a HIL implementation, integrating software and On-Board Units (OBUs) for vehicle

communications validation. Finally, we used 1:10 scale vehicles, with ROS as an enabler and

OBUs to perform communication to validate these algorithms in a robotic testbed. It was possi-

ble to evaluate the study of the Co-VP system from various perspectives, including software and

hardware, going through the ETSI ITS-G5 communication systems.

CopaDrive allows the development of control strategies for platooning, optimizing its opera-

tion, and increasing its safety. Platoons require the guarantee that the followers can pursue the

same trajectory as the leader, keeping a safe distance. Such control must be stable and robust and

thus ensure the safety of the agents involved. Given the various scenarios where platoons can be

used, one must consider the presence of curves and obstacles common to any road to be traveled.

Although the control literature for Co-VP applications is comprehensive, only a few works empha-

size vehicles’ lateral and longitudinal control in an integrated manner. Here, we devise a control

model enabling platoons to follow their leaders on realistic circuits, representing real scenarios. To

this end, we seek to improve the performance of the Co-VP application in the trajectory following

and curve execution while increasing the number of vehicles in the platoon through a look-ahead

controller.

The ETSI ITS-G5 standard defines the transmission of Cooperative Awareness Messages

(CAM) (similarly, WAVE defines Basic Safety Messages - BSM) to enable cooperative percep-

tion, augmenting each vehicle’s situational awareness and knowledge horizon. CAM messages

can be transmitted periodically, at a pre-defined time interval, or can be event-triggered when a

kinematic threshold is crossed, e.g., when speed or heading angle crosses a given value. However,

few studies analyze how the frequency of sending these messages impacts the platoon’s behavior

in different scenarios. Therefore, we used CopaDrive to evaluate message trigger profiles within

ITS-G5 and their impact on the ability of vehicles to follow the leader in different conditions.

This study considered the effect that new profiles on the communication network compared to the

existing profiles, and the minimization of longitudinal and lateral errors in the movements of the

platooning vehicles, ensuring the system’s safety. While not referred to as such in the standard,

we call to a set of threshold values of kinematic events as a service profile.

The construction of CopaDrive also enabled different studies on autonomous vehicles. Inte-

grating a 3D and network simulator allowed the evaluation of the IEEE 802.15.4e protocol mo-

del evaluation. We assessed the use of this network as an enabler of an intra-vehicular sensing

network, validating its application capability in real scenarios in the future. We also evaluated its

use for accident avoidance in different conditions. This extension of CopaDrive also broadened

the horizons for its applicability, such as using it for teaching as learning aids. The vehicle simu-
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lator was modified for control applications in different urban scenarios. In these scenarios, it was

possible to describe, in a simple way, the use of various control parameters to increase the per-

formance of autonomous vehicle handling and allow students to understand how different control

characteristics impact handling under other conditions.

1.3 Thesis Statement

Co-VP applications have an inherent complexity, given their integration between communica-

tions and control systems and their need for real-time response for safety-critical tasks. Validating

these applications before their use in real environments is critical to ensure their safety. Therefore,

using reliable validation tools to integrate control and communication is essential in developing,

testing, and proposing new models. The initial goal of this Thesis is to create this framework,

showing its capabilities by solving open Co-VP issues caused by network threats. Therefore, this

Thesis addresses the following problems:

1. Co-VP control strategy validation problem in a realistic scenario using ETSI ITS-G5 com-

munication.

2. The integration problem between Lateral and Longitudinal Control of Co-VP applications

in real moving conditions.

3. The problem of event triggers generating CAMs messages in Co-VP communications.

Following these problems, we want to answer the following research questions:

1. Is it possible to analyze the impacts of ETSI ITS-G5 communication on Co-VP control

systems in an integrated and detailed way?

2. Considering several Co-VP application scenarios, is it possible to integrate the lateral and

longitudinal controls, increasing the ability to follow the leader’s trajectory and the platoon’s

safety?

3. Is it possible to improve the performance of the cooperative platoon by modifying the CAM

messaging triggers without significantly increasing the number of packets transmitted?

Therefore, we state our Thesis as follows:

A realistic framework for Co-VP systems development and testing that integrates simu-

lation, hardware-in-the-loop and testbed reduces solution development time, allows valida-

ting different performance optimization strategies, and enables the analysis of the impact

of communications on the control, increasing application safety. Using such a framework

that we call CopaDrive, we postulate that integrating lateral and longitudinal platooning

control with tighter triggers for CAM messages provided by ETSI ITS-G5 improves Co-VP

application performance without significantly increasing the load on the data network.
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1.4 Contributions

Along the work towards proving our Thesis, we generated the following contributions to the

state-of-the-art in cooperative vehicular platooning,

C1 A multidimensional analysis of Co-VP systems, integrating the different constitutive aspects

of Co-CPS. We address platoon controller models and the impact of network failures on

their performance, including inherent network threats and security issues.

C2 A flexible environment for integrated development, test, and validation, of cooperative dri-

ving applications that we call CopaDrive. Using ROS as an enabler and ITS-G5 as the

network stack, CopaDrive evaluates Co-VP systems, allowing the study and joint analysis

of controller and network aspects.

C3 A Hardware-in-the-Loop (HIL) and robotic testbed that extends CopaDrive while using ROS

and integrating real ETSI ITS-G5 communication using OBUs and safety features.

C4 A V2V-enabled Co-VP Look Ahead Controller (LAC) with low complexity that reduces lon-

gitudinal and lateral errors, increasing platooning performance and safety, and solving the

cutting corner problem.

C5 An improved CAM message profile for Co-VP applications, called Platoon Service Profile

(PSP), wich increases platoon performance in critical scenarios without significant extra

network payload.

C6 Demonstration of CopaDrive flexibility using it in other AVs applications, including evalu-

ating different network communication standards like the IEEE 802.15.4e and a learning

environment for control applications.

We performed a thorough Co-VP applications overview to achieve contribution C1. As pre-

sented in Chapter 4, we demonstrate the most impactful research about Co-VP applications and

the current gaps in this study area. We also evaluated the different validation tools for these ap-

plications, including simulation and realistic frameworks. In this research, we figured out the

vantages and disadvantages of these tools and highlighted the most critical challenges in Co-VP

development. This research is submitted to Cyber-Physical Systems Journal (ISSN: 2333-5785).

Regarding C2 and C3, we developed the CopaDrive framework as an integrated tool to evaluate

Co-VP systems. Initially, we developed CopaDrive to fill the gap of a simulator that would meet

the need for studies on the impact of vehicular communication models on the control of these

devices, using ROS as an enabler, Gazebo as a 3D visualization tool, and OMNET++ as a network

simulator. We present the first [294] microscopic control Co-VP simulator integrated with ETSI

ITS-G5.

Furthermore, the use of ROS has allowed us to present in [101] the integration of the simulator

with a real systems validation platform, both from a HIL perspective and in a Robotic Testbed.
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This implementation mitigates the limitations of validation tools for Co-VP systems based ex-

clusively in simulations. It allows us to evaluate the impact of data transmissions using OBUs

equipped with the ETSI ITS-G5 on vehicle control systems in a hybrid scenario (HIL) and on a

fully embedded testbed. These results are presented in Chapter 5.

Contribution C4 addresses a problem often overlooked in Co-VP solutions: lateral control of

vehicles. Several researchers consider that platooning uses complementary solutions such as ca-

meras to follow the lateral movement of the leader, which may not be enough in different track

conditions. We implemented the lateral control of the platoon, seeking to solve the problem de-

fined as “cutting the corner” so that the following vehicle makes the same curve as the platoon

leader, respecting its trajectory and keeping its distance. In this work, we extend the capacity of

cars in the same platoon using a look-ahead controller. This controller uses part of the accumulated

error between each vehicle to minimize the total error between the last follower and the platoon

leader, thus increasing the safety of their movement. This contribution was published in [99] and

is presented in Chapter 6.

ETSI ITS-G5 uses CAM messages as the primary way to disseminate V2V messages. Howe-

ver, not using specific message trigger profiles for Co-VP applications can be a risk factor due to

potentially inappropriate communication patterns. Contribution C5 introduces a new profile for

sending CAM messages, restricting the message-generating triggers. To analyze the impact of this

change on the Co-VP system, we use CopaDrive to evaluate different message-sending profiles in

different scenarios. We demonstrate the cooperative platoon’s performance improvement achieved

by reducing lateral and longitudinal errors by adopting PSP. We also evaluate the impacts of this

change on the communication network and the number of packets sent and received, showing that

adopting the more restricted profile increases application safety without significantly increasing

network throughput. This work has been published in [98] and is presented in Chapter 7.

The integration of ROS with OMNET++ performed in CopaDrive has opened several possibi-

lities for studies with different communication protocols and control algorithms. Contribution C6

demonstrates this flexibility with the use of IEEE 802.15.4e in an intra-vehicular sensor network

to prevent accidents and increase the safety of applications with AVs. This work was published

in [164]. Also, because of its ease of use, we demonstrated in [290] how the CopaDrive can be

used to study new control techniques and algorithms in a learning environment. Both variations

of CopaDrive are discussed in Chapter 8.

1.5 Thesis Outline

The organization of the rest of this dissertation was already presented, in detail, in the previous

section when explaining the contributions, particularly Chapter 4 through Chapter 8. Before these,

Chapter 2 presents the Co-VP main characteristics, models, and features. This chapter introduces

the platoon stability concept and reviews the most common controllers used in this application.

Next, Chapter 3 shows the most used vehicular networks and their main differences, emphasizing
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the ETSI ITS-G5. We also review some related works that indicate the advantages and disadvanta-

ges of each one. At the end, Chapter 9 presents our conclusions about the validation of the Thesis

and associated contributions. We also propose potential future research topics regarding Co-VP

applications and their validation tools.
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Capítulo 2

Cooperative Vehicular Platooning

Background

This chapter presents a brief review of Co-VP, including the most relevant surveys found in

the literature that summarizes the recent research in this area and correlated ones. We also present,

in detail, the mathematical model to be used and the metrics that indicate platoon safety. Finally,

we present the main control models used, emphasizing their complexities and solutions.

2.1 Overview

With the increasing interest in cooperative platooning in the industrial and academic areas,

many studies have been performed. Several are related to the implications of using platooning in

real-life situations and its impacts on society. In contrast, others are concerned with this kind of

application’s communication and cooperative aspects. Finally, others focus on the control models

of the platoon, aiming to guarantee the response time of the vehicles in different situations.

One of the biggest challenges of governments relies on the constant growth of the number of

vehicles in the cities and roads. Even in a fully connected world, where many people can work

from home, many products still need to be transported and delivered at different points. Moreover,

as the construction of new roads is not sustainable, changing the driving approach from manual

driving to a platoon-based driven model can improve the mobility and traffic in cities and on roads

[121].

For instance, as the vehicles in a platooning are near, the road capacity is increased at the same

time as the traffic congestion declines. For the same reason, the energy efficiency and the emissi-

ons fall due to the reduction of the air resistance [287]. This driven pattern also improves many

applications that rely on communication, given the almost static distance between the vehicles.

Regarding the driver, driving in a platoon can be safer and more comfortable since the vehicle

follows other cars and guarantee the safety of the members [152].

11
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In literature, the platoon pattern is defined in [142] as a group of vehicles with common inte-

rests, where a vehicle follows another one, maintaining a small and safe distance from the previous

one. Those vehicles assume a cooperative driving pattern, following the platoon leader. An exam-

ple of those platoon patterns can be seen in Figure 2.1. The management of the platoon can

have many operations, like formation, merging, maintaining, and splitting, among others. Those

operations demand synchronized behavior and control between the vehicles.

Figura 2.1: Driving Patterns for Platooning

Many sensors can manage the control and behavior of the AVs. However, wireless communi-

cation can improve the safety and reliability of Co-VP applications. ITS are defined as “advanced

applications which without embodying intelligence as such aim to provide innovative services re-

lating to different modes of transport and traffic management and enable various users to be better

informed and make safer, more coordinated and ‘smarter’ use of transport networks,” by the Eu-

ropean Union [254]. Each vehicle can carry an OBU, responsible for collecting the data from

the sensors and sending them to the neighbors or to Road-Side-Units (RSU). Those RSU can be

accountable for analyzing the data and redistributing them or even alerting the vehicles to the road

conditions.

Considering the vehicles that form a platoon as a complex system that defines the course of

action based on sensors and communication with others, it is possible to describe them as Co-CPS

[299]. They can be analyzed in two points: intra-vehicle CPS, where the main goal is to optimize

the response time and the performance of each car, and inter-vehicular, where the objective is to

improve the traffic or the network behavior of the platoon. In both cases, the platoon’s safety is the

most critical parameter to be guaranteed. The design of the applications and complete visualization

of platoons as Co-CPS is illustrated in figure 2.2.

The most common Vehicle Platooning (VP) applications focus on optimizing traffic, increa-

sing energy efficiency, and service delivery to vehicles, like information about the road. There are

many studies on those areas, such as [112], where the authors present an analysis of the traffic

flow, considering an autonomous platoon and a mix of human-driven vehicles and autonomous

vehicles. Regarding the fuel consumption, [70] evaluates the reduction caused by platooning,

given the small distance between the cars. There is also a study developed in [279], where the

decrease in emissions of CO2 is analyzed. Enabling communication between vehicles can also

support other services, like internet access and local cooperative services [329, 61], where vehi-

cles contribute part of their buffers to replicate data for others in the same platoon and share data
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Figura 2.2: Driving Applications

with them.

2.2 Related Surveys

Co-VP is a complex and multi-disciplinary subject. A true example of the cooperative CPS pa-

radigm in which the physical and cyber aspects of the system become highly integrated. To further

increase the complexity, each vehicle consists of a system interacting with the remaining platoon

members via different communication transactions to form Systems-of-Systems (SoS). With this

in mind, we looked for surveys that addressed this complexity in both Co-VP and complementary

topics. These works encompass a fundamental multi-disciplinary perspective to accurately des-

cribe, model, develop, implement, and validate these SoS’s. That is the approach we follow and

present in what follows.

We identified surveys covering the background of Cooperative Autonomous Vehicles (CAV),

Vehicular ad-hoc networks (VANETs), Co-VP techniques and controllers, and vehicular valida-

tion frameworks. Table 2.1 summarizes the topics addressed by each work and positions our

work concerning these. We cross-checked these with topics we covered in our work, such as the

relationship with Co-VP applications, communication infrastructures, control systems, safety and

security, and validation tools. We adopted the criterion of ’−’, indicating that the topic was not co-

vered, ’+/−’ for incomplete coverage, and finally, ’+’, indicating a more complete and integrated

topic coverage.

As shown, we found that none of these completely addresses these topics, and quite often,

neither does their interdependence. In what follows, we highlight our findings from this analysis

of the state-of-the-art.
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Tabela 2.1: Related Surveys Comparison

Topic Reference Year
Address
Co-VP

V2X
Study

Controller
Analysis

Safety
Analysis

Security
Threats

Validation
Tools

Co-VP
Architecture

[152] 2011 + +/− +/− +/− − −
[119] 2018 + − +/− − − −
[162] 2019 + − − +/− − −

V2X
Communication

[322] 2020 + + − − +/− −
[188] 2019 − − − − +
[169] 2017 + + − +/− +/− −
[142] 2016 + + +/− +/− − +/−

Controller
Strategies

[175] 2017 + − +/− − −
[326] 2020 + − + − − −
[258] 2018 + − +/− − − −
[304] 2018 + − +/− − − −
[35] 2016 + − +/− +/− − −

Validation
[301] 2019 − + − +/− +/− +/−
[85] 2020 + +/− − − − +/−

Our Work 2021 + + + + + +

2.2.1 Co-VP Architecture Surveys

One of the first surveys in vehicular platooning was presented in [152]. This survey introduces

several concepts such as string stability and considers Co-VP a natural development of vehicular

platooning with Adaptative Cruise Control (ACC), introducing V2I and V2V communication. In

addition, they gather several works in Obstacle Detection and Collision avoidance, Inter-vehicle

communication, string stability, and control strategies. However, there is no reference to the cur-

rent protocols regarding inter-vehicle message transmission.

In [119], the focus was on a control and planning architecture for Cooperative Autonomous

Vehicles (CAVs), observing techniques to improve energy efficiency. First, they defined the Co-

VP as one of some Real-Time motion planning techniques for CAVs and the ACCs evolution,

removing the limitations of perceptions systems. Then, they performed a brief review of the vehi-

cular communication protocols. In this survey, the authors defined the control analysis of the

Co-VP as a one-dimensional networked dynamic system, decoupling the lateral and longitudinal

Co-VP controllers. Considering the inter-vehicular distance as the primary metric of the platoo-

ning, they suggested some control strategies, like Model Predictive Controllers (MPC) and Linear

Consensus. Finally, the authors demonstrate that some basic level of centralized coordination is

still necessary for the geometry and information flow network regarding platoon coordination.

A general view of the platoon coordination in most common car maneuvers is presented in

[162]. The authors explain the movements, e.g., join, merge, leave and split, as illustrated in 2.2.

They also overview some intra-vehicle and inter-vehicle connectivity works, mainly regarding

DSRC/WAVE[67] for V2V.
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The authors of [142] provide a wide survey on Co-VP, which is described as a complex phy-

sical system that integrates modern wireless communication technologies and can be classified as

a CPS due to its integration of computing, communication, and control technologies. The survey

is organized into several fundamental topics, including modeling, management, stability analysis,

platoon driving models, and V2X communication models, and also discusses validation methods

through simulators. While the survey offers an integrated view of Co-VP by establishing links

between Co-VP architectures, their control methods, and network communication protocols, it

does not address security concerns and only briefly covers validation tools.

2.2.2 Co-VP Controller and Efficiency Surveys

The authors of [304] primarily examine Cooperative Adaptive Cruise Control (CACC) and its

architecture, which is structured around perception, planning, and actuation layers. Their work is

mainly focused on longitudinal controllers that ensure string stability. They discuss MPC, Con-

sensus, Optimal controllers, and Co-VP as key aspects of CACC technology. Meanwhile, the

authors of [175] take a complementary approach, providing an overview of the performance of

four distributed control models - linear consensus control, distributed robust control, distributed

sliding mode control, and distributed MPC - in terms of internal stability, stability margin, string

stability, and coherence behavior specifically for Co-VP.

The significance of MPC in the Co-VP literature is apparent, as evidenced by [35], which

surveys the outcomes obtained using distributed MPC for Co-VP and offers a real-time MPC

implementation. In contrast, [258] focuses on formation control of Co-VP and surveys various

distributed and decentralized methods for vehicle formation control, highlighting the technical

and implementation difficulties associated with these control methods through different topolo-

gies, which are presented in Figure 2.5. Another area of interest in Co-VP research is energy

consumption efficiency, explored in [326]. The authors of this paper examine fuel economy in

truck platooning and analyze contributing fuel consumption factors, such as various coordination

methods and look-ahead control strategies.

The surveys on this topic do not consider the inter-dependencies with the communications

topics in-depth. In most cases, there is no debate on limitations the communications infrastructures

may impose over the control systems or even if current V2X communication standards can support

some of the proposals. Often, the approach only considers control practices, completely neglecting

that such controllers will take part in a complex SoS, and the communication interactions and their

constraints must be analyzed to understand their effectiveness correctly.

2.2.3 Co-VP Test and Validation Surveys

Unfortunately, just a few surveys related to Co-VP cover the validation process of a Co-VP

system as a central theme. Two highlighted surveys in this area are presented in [301] and [85]. In

the first one, the authors reinforce the importance of the reliability and maturity of the technology

that should be tested and verified. In the first survey, they summarized the testing methods for
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Figura 2.3: Basic Car-Following (B-CF) schematic

the V2X communication process using LTE-V and DSRC. This work also emphasizes the impor-

tant network challenges such as latency/reliability and security. The second survey [85] is more

dedicated to Co-VP Validation Strategies based on simulation, real experimentation, formal veri-

fication, and testing. However, both fail to address the fundamental topic of validating a complete

SoS in all its fundamental aspects and interactions.

As seen, there is a lack of surveys that address the multi-disciplinary properties of Co-VP in

a competent fashion. Most take on Co-VP from a single topic-based and thus quite limited pers-

pective. In our survey, we consider this topic of inter-dependency, fundamental to all cooperative

CPS, a core of our survey by overviewing the recent advances in the different relevant topics and

highlighting how these overlaps are considered in the literature. In the next section, we introduce

the first topic of the sour survey.

2.3 Co-VP Formal Model

The formal definition of a Co-VP system involves the mathematical definition of its compo-

nents and the relationships that define the safety of its movement in the form of functional and

non-functional parameters. This section presents the basic mathematical definition of Co-VP ap-

plications, including the most used IFTs. In addition, it introduces the concepts of platooning

stability based on distance measurements between vehicles. Importantly, by introducing these ba-

sic tenets of Co-VP control concepts, we ease the understanding of the control strategies. Finally,

the section also presents the advances in the control models used in centralized or distributed ar-

chitectures that allow the implementation of these cooperative systems. This session diagram is

illustrated in Figure 2.4.

Figura 2.4: Section 2.3 general diagram
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The vehicle controller has a crucial role in the Co-VP implementations. Even under perfect

network communication, the received data should be analyzed and processed together with the

own sensor’s information in time to guarantee the platoon’s safety. These controllers can be mo-

deled in several ways with different approaches. This section will introduce the central platoon

characteristics, with the most used controllers, comparing their applications in several works.

Those models use to emulate human behavior, enable other drivers how to interact with the

vehicle, and provide passengers with comfortable driving [337]. Furthermore, to analyze the im-

mediate interactions among vehicles in Co-VP, it is common to apply microscopic traffic models

to explore different vehicle dynamics, including response time, transient and steady response of a

car, regarding space between vehicles, velocity, and acceleration, among others [142].

The car-following (CF) microscopic traffic model is one of the most used theoretical references

for autonomous car-following systems [251]. It models the strong interaction between vehicles

with tight space between them. These CF models can be grouped in three categories: basic CF

models (B-CF), time-delayed CF models (TD-CF), and multi- anticipative/cooperative CF models

(MAC–CF) [267]. The typical car following schematic is illustrated in Figure 2.3, where identical

vehicles follow each other in a single line with no overtaking.

The platoon is composed of i ∈ N vehicles. The full set of vehicles can be defined as SVi =

{i ∈ N|0 ≤ i ≤ n}, with a set of SVs, where SV0 is the first vehicle and the platoon’s Leader

(TV). Each SVi can be a local leader of SVi+1 and a follower of SVi−1. The SVi vehicle’s position,

speed and acceleration at time t is denoted as xi(t), vi(t) and ai(t), respectively. The distance -

∆di+1(t) = xi(t)−xi+1(t) - and the speed difference - ∆vi+1(t) = vi(t)−vi+1(t) - are crucial to the

CF model.

It is possible to represent the vehicle response in in a time-continuous model using the acce-

leration ai+1 in terms of ∆di+1(t) and ∆vi+1(t) to SVi and vi+1 and a set of ordinary differential

equations (ODEs) [309]:

ẋi+1(t) = vi+1(t) (2.1)

v̇i+1(t) = f (di+1(t),vi+1(t),∆vi+1(t)) (2.2)

In this model, the current state of SVi defines the mobility of SVi+1. It is crucial to notice that

the B-CF model does not address the vehicle’s lateral controller, considering only the longitudinal

aspects of the Co-VP.

2.4 Co-VP Stability Analysis

The CF model’s instability is usually responsible for traffic congestion, stop/slow-and-go oscil-

lations, and even accidents with CAVs. Furthermore, with changes in speed and distance between
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the vehicles, the increase of perturbation causes instability and decreases the Co-VP safety. Con-

sidering the Co-VP longitudinal controller, the stability analysis studies how the errors of SVi

position evolve [335].

The linear stability analysis focus on the influence of minor disturbances over the Co-VP.

Considering that the Co-VP applications were developed for road traffic, applying this model to

platooning studies with almost constant speed is suitable. The authors of [267] reviewed and

mathematically defined several stability models, like local and asymptotic stability. The first is

Lyapunov stability, where any sufficiently small initial perturbation remains small. The second

one is where any small concern tends to zero as time advances to infinity. Considering the traffic

flow, the authors consider the local stability as the stability of a single-vehicle over some slight

disturbance. In contrast, asymptotic stability considers the Co-VP stability (or string stability).

In this work, we will use the string stability concept definition from [277, 314, 207, 213], that

is based on the spacing error between the real and the desired inter-distance between SVi and SVi+1

[246]. The string stability requires that the disturbance strictly attenuates between each leader-

follower pair as it propagates away from the SV0. The spacing error for the SVi+1th vehicle can be

determined using:

εi+1(t) = SVi(t)−SVi+1(t)+ddes, (2.3)

were ddes is the desired intra-platoon distance. The steady-state error transfer function is defi-

ned by:

Hi(s) =
εi+1

εi

, (2.4)

where the platoon string stability is guaranteed if ‖Hi(s)‖∞
≤ 1 and h(t) > 0, where h(t) is

the impulse response corresponding to H(s). These string stability definition use the L2 norms,

where ‖Hi(s)‖∞
= maxt |εi(t)| is the maximum magnitude of the perturbation within infinite time.

This metric characterizes the Co-VP string stability worst-case performance, using the maximum

of the frequency response of the transfer function from the perturbation to εi+1. The authors of

[333] propose a more flexible stability analysis, defining the string stability as L∞, to guarantee

the absence of overshoot for a signal while it propagates throughout the platoon. In this approach,

it is possible to guarantee the Co-VP local stability in a string with n vehicles if:

H(s) =
εn

ε1
< 1. (2.5)

Several factors have direct influence over the Co-VP stability. Namely, the vehicle parameters,

that include delays in response time, maximum heading and speed, the spacing policy, that refers

to the distance between SVi and SVi+1, the control model and the communication structure.

Regarding the Vehicle parameters, the uncertainties about the model are the most concerning

problem. The authors of [43] illustrate a solution, using centralized Co-VP control, using an MPC

strategy, where the accelerations of the vehicles are generated considering the worst-case scenario
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for each one of the vehicles. The use of a stochastic approach to predict the behavior of the cars

demonstrates a flexible way to maintain platoon stability, even mixed with human drive vehicles.

In this work, all the followers send data to the platoon leader that defines the strategy and sends

it back to the followers in a Leader-followers approach. The authors from [319] propose a new

delayed feedback MPC scheme to deal with sensors with limited measurement range and actuator

time delay. They also present controllers that adapt their parameters online, solving a receding

horizon optimal control problem.

In [340], the authors consider a Co-VP with a nonlinear CAVs model, with parametric uncer-

tainty and unknown external disturbance. So, they proposed an online estimator based on V2V

communication with an adaptive backstepping control scheme. This work employs asymmetric

time-varying constraints to avoid spacing error growth. Another approach was presented in [91],

where the authors distinguished types of disturbances and used different ways to handle them.

This work applied a feedforward controller for large yet infrequent perturbations and a feedback

controller for slight yet frequent variations. They demonstrated that this controller outperforms

the standard MPC implementation.

2.5 Co-VP Inter-Space Policy

The majority of Co-VP adopt one of two common inter vehicles space methodologies: cons-

tant spacing policy (CSP), which is independent of the speed of the controlled vehicle [40]; and

constant time-headway policy (CTHP), that uses the current speed of the vehicle to define the

safety distance [57]. The CTHP is usually recognized as a safe practice for human drivers. The

objective range (dre f ) in this policy is dre f (t) = SD+ thvi+1(t), where SD > 0 is the safety distance

and th is the defined time headway, generally between 0.5 and 2 seconds.

While using CTHP is common in Co-VP, [146] propose a new method that improves on this

approach by using a non-linear range policy. This policy decouples th from the time constant of

the vehicle’s mechanical control loop and is obtained through an optimization procedure with traf-

fic flow and stability constraints. Tests show that this method achieves stable traffic flow up to a

significantly higher traffic density, even with different vehicle models. In a different study, [39]

examine inter-platoon stability by extending the CTHP approach to study the flow of many plato-

ons, considering the whole traffic flow as the interaction between cooperative platoons. Platoon

leaders receive information from other platoon leaders via the V2I communication strategy, and a

virtual leader is used for the entire platoon.

Other variations have also been explored in different studies. For instance, in [191], vehicles

use onboard sensors to maintain distance between them and receive ai from the local leader via

V2V communication. In [300], a flexible, safe distance constraint ensures safe distance and com-

munication connectivity in the platoon. This method allows a CAV to meet with the platoon within

any preset time without being bound to initial requirements or system parameters.
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Figura 2.5: Co-VP Information Flow Topology (IFT)

2.5.1 Co-VP Information Flow Topology

The communication structure has a significant role in platoon stability, as explained in [258].

Messages size, information type to be transmitted, and the message distribution’s topology all mat-

ter in the stability control. The most common strategies are the predecessor-follower (PF) method

[150], and the symmetric bidirectional communication (SB) [266], although others can be used,

as presented in Fig. 2.5. In the first approach, the SVi sends messages to SVi+1 and receives no

messages from them. In the bidirectional communication, the messages are also sent from SVi+1

to SVi. The PF communication also has some different implementations, like in [177], where the

authors investigate a merging algorithm for the vehicles to join a platoon. In this work, the vehicle

receives data from the previous two vehicles in the platoon to perform a consensus algorithm, defi-

ning a predecessor to 2 followers, or P2F. The authors of [109] proposed a granulated predecessor

leader-follower, in order to create a scalable platoon. The leader transmits its messages to the next

two vehicles in this work. Then, the last one became a G-leader and is responsible for reproducing

the leader information to the next two vehicles and the next G-leader. The authors could keep the

stability of 8 vehicles platooning in several conditions.

Based on several studies, it is possible to improve the platoon stability using some methods:

broadcast the information of the leader to all the vehicles [40]; using CTHP instead of CSP [57];

non-linear spacing policies and non-identical controllers [155]; sending messages in both ways -

from previous cars to next cars and in opposite direction [110]. However, broadcasting informa-

tion to all vehicles and providing bidirectional communication between vehicles is a strategy that

decreases its benefits as the platooning size increases [123].

2.5.2 Co-VP Controller Strategies

Several control models, ranging from simplified controllers to very complex ones, can be

applied in Co-VP. Such models directly influence the response time of the platooning applications
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and are also responsible for guaranteeing the platoon’s stability in different situations.

2.5.2.1 Co-VP PID Controllers:

Although considered simple, the Proportional Integral Derivative (PID) controller is a solution

widely used in Co-VP applications. For instance, in [289, 150], two PID controllers are integrated

to perform lateral and longitudinal control of a platooning. A maximum vehicle number was

determined to guarantee the platoon’s safety in both works.

In [113], a modified version of the PID control is implemented. The authors use an adap-

tive Proportional Derivative (PD) controller to ensure platoon stability. In addition, they propose

a dynamic information exchange mechanism between vehicles based on a predecessor-follower

mode. Under this scheme, the information about the previous vehicle is transmitted to the next

two vehicles in the platoon. Furthermore, the sensors detect the distance and position of the pre-

ceding vehicle. Thus, when communication is lost, the controller does not immediately switch to

a degraded mode but rather attempts to compensate for the communication failures.

2.5.2.2 Co-VP MPC Controllers:

Another usual controller for Co-VP applications is the MPC and its variations. For example,

the authors of [327] compare the PID with the MPC to maintain inter-vehicular distance and he-

adway time between the vehicles. They used the VISSIM simulator combining CSP and CHTP for

safety analysis. The authors showed that MPC improves the platoon’s control performance in this

case. However, in this work, the communication prerogative is that all the vehicles can share their

data with the surrounding vehicles without data loss. Therefore, the authors also conclude that a

well-tuned PID can maintain platoon stability with less computational power, but the tuning can be

very empirical and inefficient. Otherwise, the parameters adjusted in MPC are more comfortable

and can also help with lost packets in communications.

In [127], an MPC is used to allow the platoon interaction with an HDV, joining and/or spliting

from a Co-VP, using CHTP as a safety condition. This approach uses a centralized node (an

RSU or another vehicle) to publish to all vehicles on the road. This work does not consider the

communication range, allowing the centralized node to receive data from all the platoon vehicles.

However, in [334], centralized MPC is considered challenging to implement in real Co-VP ap-

plications, given the system’s dynamics. This work proposes a Distributed MPC (DMPC), where

the algorithm in each car does not need the leader’s information but only from its neighbors. There

is an optimal local solution for each vehicle that does not need to a priori know the entire platoon’s

desired set point. In this case, they consider that only the followers directly communicating with

the leader know the desired path. Then, they introduce a constraint in the follower’s position

based on the neighbor’s information. The authors address their tests in different unidirectional

topologies, like predecessor-following, predecessor-leader following, two-predecessor following,

and two-predecessor-leader following.
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In [125], the authors conducted numerical simulations to compare the fuel efficiency of a

new distributed EMPC strategy with a commonly used distributed target-tracking MPC strategy.

The proposed strategy aims to enhance fuel efficiency while ensuring the platoon’s stability and

string stability. To achieve this, they utilized the fuel consumption functions of the vehicles as the

objective cost of the distributed MPC.

2.5.2.3 Co-VP Robust Controllers:

The authors of [153] propose a decentralized control approach to address platoon stability

by formulating a multi-objective H∞ control. The objective of this control is to guarantee string

stability of a vehicle platoon in ACC and CACC while allowing tradeoffs between vehicle fol-

lowing performance, system robustness, and string stability. Two scenarios are considered in this

work: one with ACC using only local sensors and another with CACC using vehicle communi-

cations. In case of communication failure, the vehicle operates as an ACC. Similarly, [225] also

employs H∞ control to support multiple-vehicle look-ahead CACC design, considering linear pla-

tooning. This work uses a novel definition of £2 string stability. The communication approach uses

a predecessor-follower and two-predecessor follower to analyze how communication complexity

impacts the system’s performance.

2.5.2.4 Co-VP Controller design with Machine Learning:

The use of machine learning (ML) models in Co-VP applications is still restricted, but some

studies have explored their use as an alternative to control parameters. For example, a study

presented in [174] aimed to reduce fuel consumption by using an IFT-PF to transmit the state of

the agents globally and a specific channel to establish rewards of the DRL model. The proposed

approach considers the multi-agent variation inherent in platooning, including vehicle inputs and

outputs. Additionally, [41] introduced a path planning scheme that utilizes DRL on the network

edge node for improving the driving efficiency of autonomous vehicular platoons in terms of fuel

consumption. The proposed approach considers a joint optimization problem that factors in the

task deadline and fuel consumption of each vehicle in the platoon.

The authors of [318] focused on the longitudinal controller and proposed the use of a longitu-

dinal PID controller for platooning. The optimal parameter tuning was performed as a goal of a

deep reinforcement learning (DRL) model. The authors claimed a reduction in stability time and

distance error using a Hardware-in-the-Loop (HIL) as a validation tool. Similarly, [183] proposed

an integrated approach that combines DRL and dynamic programming (DP) to develop efficient

vehicle tracking policies in Co-VP scenarios. The proposed system, FH-DDPG-SS, uses three key

ideas to improve efficiency: transferring network weights backward in time, approximating stati-

onary policies, and scanning through reduced state space. However, this paper did not compare its

results with other scenarios.
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Tabela 2.2: Summary of Control Models for Co-VP

Controller
Strategy

Cite Year Description
Model Applied
Issues

Space
Policy

IFT

Linear

[146] 2005 Distributed Actuator Lag CHTP -

[39] 2019 Linear
Communication
delay

CHTP BSF

[191] 2020 Distributed - CHTP PF
[300] 2019 Distributed - CSP PF

[266] 2017 Distributed
Degraded
Communication

CSP PF

[177] 2016
Distributed
Consensus

Communication
Delay

CSP PF

[109] 2019 Distributed - CSP -
[40] 2017 Distributed Actuator Lag CHTP PF

[57] 2015
Distributed
Consensus

Communication
Delay

CHTP LF

[155] 2004 Distributed - CSP PF
[110] 2013 Distributed - CSP SBF

[123] 2013
Distributed
Non Linear

- CHTP SBF

PID
[150] 2017 Distributed

Degraded
Communication

CSP PF

[99] 2020 Distributed Actuator Delay CHTP PF

[113] 2018 Distributed
Degraded mode
with compensation

CHTP P2F

MPC

[43] 2018 Centralized Actuator Lag CSP FL

[319] 2018
Centralized
and Delayed

Lag Sensors CSP LF

[327] 2018 Distributed - CHTP SBF
[127] 2018 Centralized - CHTP FL
[334] 2017 Distributed - CHTP PF
[125] 2020 Distributed - CSP PF

[91] 2020
Distributed
Feedforward
and Feedback

Unmodeled Dynamics
and Initial
Tracking Error

CTHP PF

Robust
[340] 2020

Distributed
Adaptive
Backstepping

Parametric uncertainty
and disturbance

CTHP PF

[153] 2017 Distributed H∞

Degraded
Communication

CHTP PF

[225] 2014 Distributed H∞

Real vehicles
with ETSI-G5

CHTP P2F

ML/
DRL

[318] 2020 Centralized PID tuning CTHP PF
[183] 2023 Distributed Dynamic Program CSP PF
[171] 2022 Distributed V2V Communication CHTP PF
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Furthermore, the work presented in [171] investigates the impact of V2X communications on

platoon control performance using DRL. The study explores the tradeoff between the gain of in-

cluding exogenous information in the system state for reducing uncertainty and the performance

erosion due to the curse of dimensionality. The study determines the most appropriate state space

for platoon control under different information topologies and quantifies the value of each piece of

information to establish the most optimal policy. Additionally, [44] proposes a model-based DRL

algorithm for the CACC of connected vehicles, including a platoon of both human-driven and con-

nected AVs via V2V and vehicle-to-cloud communication. However, these implementations are

theoretically validated, and their effectiveness in real-world scenarios needs further investigation.

2.6 Conclusion

The choice of controller model for Co-VP applications greatly influences the system’s per-

formance and safety. Responsible for ensuring the platoon’s stability, its complexity can directly

affect its applicability in the real world, considering communication errors, processing time, and

these algorithms’ responses. Thus, the choice depends heavily on the mechanical systems’ respon-

siveness and the vehicular network’s communication capacity. Table 2.2 summarizes the works

presented in this section, comprehensively comparing the controller strategies.

The works presented in sections 2.3, 2.4, 2.5, 2.5.1, and 2.5.2 are summarized in Table 2.2,

providing a comprehensive comparison between the controller strategies.



Capítulo 3

V2V Communications

This chapter introduces the main models of vehicular communication networks, facilitating

the implementation of Co-VP applications. We emphasize the ETSI ITS-G5 model because it is

the most widely used in Europe and was later adopted in our experiments during the development

of this dissertation.

3.1 Overview

V2X communication refers to a communication paradigm that exchanges data between vehi-

cles and road infrastructure over a dedicated network, and it includes V2V and V2I communica-

tion. This work will focus mainly on V2V communication and its application to Co-VP. A crucial

requirement for allowing inter-vehicular communication is the efficient and fast exchange of rele-

vant messages that increase road safety. Several technical challenges must be addressed to meet

these requirements, like low latency, high reliability, guaranteed data rate, and security [81].

Some organizations have been working towards standardizing these V2X networks, and two

of the most prominent standards are Wireless Access in Vehicular Environments (WAVE) [67] and

European Telecommunications Standards Institute (ETSI) ITS-G5. They have been developed

respectively in North America and Europe, and both are supported by IEEE 802.11p [72], and

DSRC, which has been mandatory for light vehicles in the U.S. since 2020 [282]. In addition,

however, other technologies like LTE-V2X had been tested for Co-VP applications with excellent

results.

As will be presented in section 3.2, the majority of related surveys in V2X and Co-VP uses

WAVE and DSRC as the primary communication standard. However, since 2019, Europe has

defined the ITS-G5 standard as the base for direct V2X communication [285]. So, in this section,

we will present a comprehensive review of the ITS-G5 standard, with the essential characteristics.

Then, we will give a brief review of DSRC-WAVE and LTE-V2X, offering some comparisons

between the technologies. Finally, as a summary, we present, in table 3.1, a brief resume of the

main characteristics of these standards.

25
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Tabela 3.1: V2V communication standards

Standard
Frequency
(GHz)

Band.
(MB)

Range
(m)

Base
Model

Main
Consortia

ITS-G5 5.85-5.915 10 300 IEEE 802.11p
ETSI and
C2C-CC

DSRC-WAVE 5.85-5.925 10 500 IEEE 802.11p SAE

C-V2V 5.85-5.925 20 300
LTE Cellular
Network

3GPP

3.2 V2X Literature Review

Several surveys have reviewed the V2X literature. For instance, [221] studies the existing

inter-vehicle communication techniques, analyzing how these models deal with an unstable network

environment. So, each vehicle should inform periodically nearby about their conditions. Then, if

the number of vehicles increases, the number of messages increases, raising the packet collision

probability and inducing the latency problem. Then, the survey compares some techniques that

support inter-vehicle communication and the factors that better sustain the platoon. This survey

focuses on Medium Access Control (MAC) techniques for efficient use of shared wireless trans-

missions, divided into contention-based and contention-free methods. Using the IEEE 802.11p

standard [131], the authors compare the Carrier Sense Multiple Access – Collision Avoidance

(CSMA/CA) as a contention-based method and the Frequency Division Multiple Access (FDMA)

and Time Division Multiple Access (TDMA) as contention-free methods. Nevertheless, this work

does not analyze network problems’ impact on the platoon’s stability or the congestion treatment

methods provided by vehicular networks protocols.

Architectural problems and wireless technologies that enable V2V communications are the

focus of the work presented in [322]. This research also highlights these networks’ security issues

and discusses the use of vehicular fog computing in enabling V2V communications. The authors

reviewed several V2V trend topics, namely safety applications, mainly regarding collision avoi-

dance and security, and compared certificated and non-certificated solutions for V2V. The general

V2V architecture is presented as an integration of sensors that detect the vehicle conditions, pro-

cessor, and decision-making, responsible for coordinating the actions, Global Positioning System

(GPS), and the communication radio. Some V2V communication protocols are briefly introduced:

DSRC, WAVE, 4G LTE, and 5G. Regarding V2V networks for platooning, the authors define the

main challenges, like the formation, management, efficiency, information flow topology (IFT),

and reliability in highly dense areas. However, they did not address the network impact over the

control methods or the validation strategies of the Co-VP implementation.

An extensive review about Cooperative Vehicular Networks (CVN) was introduced in [63],

where the authors cover relevant characteristics of CVN, like physical, MAC, routing protocols,

link scheduling, and security. This work aggregates several research topics: physical layer coope-

ration, MAC protocols, routing/forwarding mechanisms, cooperative link scheduling, performance
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analysis, power/resource allocation, cooperative group communication, and secure cooperative

communication. Furthermore, the authors proposed a taxonomy for CVN based on objectives,

cooperative transmission modes, cooperation-based network functions, cooperating device types,

and communication technologies. Finally, they defined some requirements for CVN improve-

ment based on adaptive transmission power control, optimal cooperative relay selection, minimal

coordination overhead, friendly cooperative transmission, fair resource allocation, and effective

incentive mechanisms. However, those requirements need further proof and validation since there

is no analysis of their impact on a Co-VP.

The authors of [272] present an innovative view of vehicular networks, empowered by seve-

ral Machine Learning (ML) techniques. Those techniques, applied in communications, networ-

king, and security of vehicular CVN, allow the evolution and implementation of intelligent radio

and network intelligence to be used in artificial intelligence (AI) enabled next-generation (6G)

networks. In this work, the authors stated the current challenges in vehicular communication with

DSRC and the LTE-V - the extension of LTE - proposed by 3GPP. These challenges are divided

into multi-radio access, dynamic radio configuration, network resource allocation, and network

traffic control and the suggested solutions presented in the literature for those challenges. Further-

more, the security challenge for vehicular networks is also addressed in this work, with the same

challenges as a wireless network plus the specific ones provided by vehicular networks, like the

presence of malicious vehicle behaviors, Co-VP applications, and the vehicle’s particular complex

security.

Regarding the security issues in vehicular networks, [188] divides this topic into three main

challenges: security, privacy, and trust. With the main focus on anonymous authentication sche-

mes, this work briefly reviews VANETs, defining system architecture, communication patterns,

and V2X standards - DSRC, Wave, and IEEE 802.11p. They list the security keys as availabi-

lity, confidentiality, authenticity, data integrity, and non-repudiation, explaining the services that

should be provided and their corresponding threats and attacks. However, this work does not ad-

dress specific cooperative vehicular applications, like Co-VP. This study is fundamental, as the

cooperative nature of these SoS introduces additional security vulnerabilities which expose new

risks.

Addressing Co-VP applications, the authors of [169] highlight some works about platooning

in an adversarial environment, where an attacker modification of some of the control parameters

can lead to string and system instabilities, reducing the platoon’s safety. Hence, this work presents

techniques to detect and mitigate this attack. Still, this work presents preliminary results, with few

variations of attacks and defense mechanisms.

3.3 The ITS-G5 Standard

The ITS-G5 standard has been developed in Europe by integrating several consortia. Two

of them are ETSI’s Center for Testing and Interoperability [71] and Car-2-Car Communication

Consortium (C2C-CC) [34]. Communications and information exchanges are done because of
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the complexity existing in all possible ITS scenarios. Different ITS sub-systems should support

them, and those systems can have a wide variety of IFTs. For instance, RSU system architectu-

res can provide helpful information regarding the current status of its surroundings or even road

walk pedestrians carrying a smartphone that can be integrated into multiple scenarios. To define

initial scenarios and a joint base platform, allowing communication interoperability among imple-

mentations by several manufacturers, C2C-CC has created a Basic System Profile with minimal

characteristics to be deployed in all the V2V devices using the ITS-G5 standard [33]. As the te-

chnology implementation does not occur in a single step, some development and implementation

conditions were defined by C2C-CC but not made standard. In this roadmap, Co-VP is expected

to be deployed in phase three of day two and beyond applications [253].

ETSI EN 302 665 [73] is the base for the current ITS-G5 standard, with a selected set of

options of the IEEE 802.11 model. In ITS-G5, the G5 stands for the 5 GHz frequency band. ETSI

EN 302 665 defines an ITS station (ITS-S) as the central unit for V2V, V2I, personal (mobile

personal devices), and central nodes (for traffic management and back-end systems) applications.

The protocol stack and reference architecture for V2X ITS-S is shown in Figure 3.1 [95] and lists

the nucleus standards of the European ITS-G5 pattern.

Figura 3.1: Protocol Stack for ITS-G5

Figure 3.2 presents a more in-depth overview of the expected vehicle stack architecture, fo-

cusing on V2V communications. According to the usually used as the OSI model, the OSI’s

Application layer can be incorporated within both the Applications and Facilities layers specified

by ETSI, just like the Access layer defined by ETSI, which brings together the Physical and data

link layers from the OSI model.

The ITS-S host is responsible for most of the implementation required by ETSI ITS-G5 from

the application layer until the lower layers that are, as well implemented on the ITS-S router com-

ponent. The Vehicle ITS-S gateway is responsible for the interface of both previously referenced

modules with the Proprietary in-vehicle Network that should vary within different manufacturers.

In most cases, this gateway will connect the ITS-S components to a CAN Network to get access

and exchange information with the car’s ECUs responsible for the vehicle actuators and gather

some valuable data.



3.3 The ITS-G5 Standard 29

Figura 3.2: Vehicle ITS station in a vehicle sub-system [73]

3.3.1 Applications

Applications of ITS scenarios can vary in a broad spectrum. However, ITS-G5 divides them

into three major groups: Road Safety, Traffic Efficiency, and Other Applications. Platooning can

be considered a Road Safety application since the platoon members should implement safety me-

asures to guarantee that they do not cause any harm to the normal traffic workflow.

For most of these ITS applications, specific requirements should be guaranteed by their sup-

portive communication services. Therefore, ETSI ITS-G5 defines the following requirements as

the ones to be more or less strictly imposed: Reliability, Security, Latency, and general perfor-

mance parameters. Considering this, ETSI ITS-G5 defines a set by the name of Basic Set of

Applications (BSA) [72], that aggregates the most relevant ITS applications to be deployed on

vehicles. This setlist was created by ETSI with help from a wide variety of users and stakeholders

of the automotive industry, taking into account different criteria, like strategic, economic, system

performance, system capabilities, and legal requirements. The BSA from ETSI defines four main

application classes: active road safety, cooperative traffic efficiency, local cooperative services,

and global internet services.

3.3.2 Facilities

This layer is the one that manages all the high-level information exchanged between vehicles

and other ITS stations [73]. This layer functionality from different OSI layers is present since

the session layer goes through the presentation layer(e.g., ASN.1 encoding and decoding) until

the application layer. Thus, this layer supports the application, information, communications, and

sessions. It also provides interfaces with all the other ITS-G5 layers.

This layer also provides different facilities, like the support for joint message management

for data exchange between ITS-S applications. These messages can be both Periodic or Event-

triggered ones and are called: Cooperative Awareness Messages (CAMs) and Decentralized Envi-

ronmental Notification Messages (DENMs).
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Usually, the applications quoted in section 3.3.1 focus on four types of messages: state monito-

ring, control packets, services data, and safety messages [142]. Those messages and some of their

main characteristics are summarized in Table 3.2. It is possible to check that the data latency can

vary from milliseconds to seconds regarding the application’s specification. Furthermore, the data

can be triggered by motion, time, or road events, distributed differently, like broadcast, unicast, or

multicast.

Tabela 3.2: Types of Messages

Message Latency Dissemination Use Cases

State Monitor 100ms-1s periodic, broadcast
Kinetics information,
Road conditions

Control 100ms periodic, broadcast, multicast Cooperative Driving
Services second level event, unicast News, Media

Safety 100ms event, broadcast
Line-change,
Over-taking,
Collisions

CAM Messages According to ETSI, CAMs [82, 49] are sent periodically between ITS stations

to all the neighbours’ stations within communication range (Single-hop and Broadcast). ITS hosts

use these messages to improve and update their sensing (e.g., to evaluate the distance between two

vehicles), adding a redundancy layer for ITS vehicles that should feature other ways of sensing

their surroundings (e.g., sensors and cameras). Data sent through CAMs is usually about the

current position and status of the ITS host source.

As CAMs are sent periodically, sending time is an essential quality requirement for the Ap-

plications that might use this message to improve their services. Therefore, the CAM generation

service should follow some generation rules to fulfill ETSI’s requirements for the generality of

ITS scenarios. These generation rules will be explored in chapter 7.

The CAM frame is shown in Figure 3.3. Both RSUs and OBUs can send CAM messages, but

the set of possible CAM messages can be different, given the implemented fields of the data. The

average CAM size is typically around 350 Bytes. All the RSU and OBU CAM messages need to

include at least a High-Frequency Container (HFC) and, from time to time, it should also send a

message with a Low-Frequency Container (LFC). The HFC contains all fast-changing (dynamic)

status information of the vehicle ITS-S, such as heading or speed. The LFC contains static or slow-

changing vehicle data like the status of the exterior lights. The basic CAM generation frequency

is also defined in [49].

DENM Messages DENMs [78] are mainly used by the Cooperative Road Hazard Warning

(RHW) application to alert road users of the detected events. The RHW application is an event-

based application composed of multiple use cases. The general processing procedure of an RHW

use case is as follows:
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Figura 3.3: CAM Message Format

• Upon detecting an event that corresponds to an RHW use case, the ITS station immediately

broadcasts a DENM to other ITS stations located inside a geographical area concerned by

the event.

• The transmission of a DENM is repeated with a specific frequency.

• This DENM broadcasting persists as long as the event is present.

• The DENM broadcasting stops automatically once the event disappears after a predefined

expiry time or when an ITS station generates a special DENM to inform that the event has

disappeared.

• ITS stations, which receive the DENMs, process the information and decide to present ap-

propriate warnings or information to users, as long as the information in the DENM is

relevant for the ITS station.

All the data gathered by DENM messages, similarly to what happens with CAM messages, is

used for the ITS station Facilities to update their LDM, using the ASN.1 representation [77].

3.3.3 Management

The management layer guarantees that all the other layers are working as intended and natu-

rally cooperating. It belongs to the group of the only two layers (Security and Management) with

interconnections with all the other ITS-G5 layers. In addition, this layer identifies available ITS

services, provides a general congestion control, maps the ITS-S application on communication

interfaces, maintains the information of neighboring stations, and provides regulatory information

[73].

3.3.4 Security

The following are the most relevant security functionalities implemented on the ITS-G5 stan-

dard: Firewall and intrusion management; Authentication, authorization, and profile management;
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Figura 3.4: Security Services [74]

Identity, crypto key, and certificate management; A joint security information base (SIB); Hard-

ware security modules (HSM); and Interface and security support for all the other ITS-G5 layers.

The ITS security architecture is defined in [83]. The security services are provided on a layer-

by-layer basis, then each of the security services operates within one or several ITS architectural

layers or a Security Management layer. The main security services, based on [74], are presented

in Figure 3.4. The Technical Specification presented in [80] defines the central security standard

for the security header, certificate format for asymmetric cryptography, and the private key in-

frastructure (PKI) enrollment and authorization management protocols. C2C-CC specifications

complement PKI standards, trust assurance levels (TALs), and protection profiles (PP). The PKI

standard defines the protocols among the certificate authorities and ITS stations, while TAL defi-

nes the security levels of an in-vehicle C-ITS system. The PP then comprises all measures for the

security and privacy of a given TAL [95].

3.3.5 Network and Transport layer

The networking and transport layer contains functionality from the OSI network and the OSI

transport layers, with some amendments dedicated to Intelligent Transport System Communicati-

ons (ITSC), like Networking and Transport protocols and layer management and interface to all

the other ITSC layers.

Within the different Network protocols, these are the ones that are currently supported by ITS-

G5: GeoNetworking protocol, IPv6 networking[241] with IP mobility support specified in RFC

6275 [31] and optionally support for network mobility (NEMO) as defined in RFC 3963 [283]

or other approaches depending on the deployment scenario. And, IPv4 support for transition into

IPv6 [55].
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In the case of Transport protocols that ITS-G5 supports: Basic Transport Protocol (BTP)[79],

User Datagram Protocol (UDP) as defined in RFC 768 [136] and Transmission Control Protocols

(TCP) as specified in RFC 793 [56]. The widely used UDP/TCP protocols are a frequent choice.

However, ETSI ITS-G5 mainly uses BTP as its preferred transport protocol. For instance, BTP is

used over the GeoNetworking protocol, both UDP and TCP are planned to be integrated as well,

on top of this protocol [77].

GeoNetworking The ETSI GeoNetworking protocol controls the transport of data packets from

a source node to the destination. The transport can be either to an individual node (GeoUnicast), all

nodes, any node inside a geo-area (GeoBroadcast/GeoAnycast), or all nodes in a one-hop/n-hop

neighborhood (single-hop/ topologically-scoped broadcast). Every ad hoc router has a location

table that maintains the position of its known neighbors and is used to make forwarding decisions;

it also has packet buffers for location service, store-carry-and-forward, and forwarding algorithms.

Two packet transport types are relevant for safety and traffic efficiency use cases: first, single-

hop broadcast for the transmission of periodic CAMs, and second, Geo-Broadcast for the multi-

hop distribution of event-driven messages within a geo-area, DENMs. The ETSI GeoNetworking

protocol specifies three main forwarding algorithms. These algorithms distribute information in a

geo-area: Simple Geo-Broadcast and contention-based forwarding as base schemes. Furthermore,

advanced forwarding combines base schemes and comprises a set of protocol mechanisms to im-

prove their performance. More forwarding algorithms and a detailed description were presented

in [161]

3.3.6 Access layer

The access layer provides the means to access the medium. This layer incorporates both the

PHY and Data link layer (DLL). The first one is responsible for physically connecting to the

communication medium. The DLL can be sub-divided into two sub-layers, MAC and LLC. The

MAC layer is responsible for managing access to the medium, while the LLC is working to provide

logical link control.

This layer is defined by IEEE 802.11p [131]; this standard was created based on IEEE 802.11a

to focus on and serve vehicular scenarios, with some objectives in mind: Increase the maximum

distance of operation (around 1km); provide High mobility and speed of the network nodes; pro-

vide a way to control and attenuate the Multipath effect - the existence of multiple signal echos

received; and try to guarantee the best QoS, regarding the amount of different ad-hoc networks

existing in these environments. Other characteristics imposed by this technology achieve these

goals. For instance, the channel distribution allocated within the 5.9GHz band for the ITS-G5

standard uses a 10MHz channel spacing, as presented in Figure 3.5. Furthermore, it is crucial to

notice that CAM messages, which are the main application focus of these implementations, are

sent under the G5-CCH channel [161].

Due to the MAC protocol of IEEE 802.11-2012 [131], and the limited bandwidth of ITS-

G5, the data load on the wireless channels, can exceed the available capacity in some situations.
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Therefore, Decentralized Congestion Control (DCC) methods, as specified in [75], are required in

ITS-G5 stations to control the channel load and avoid unstable behavior of the system.

Figura 3.5: ETSI ITS-G5 Channel allocation [76]

Decentralized Congestion Control - DCC This DCC mechanism [75] is a crucial part of access

layer. DCC’s main goal of implementation and usage is to maintain network stability, fair resource

allocation, and throughput efficiency for ITS-G5 hosts. The DCC implementation demands com-

ponents on several layers of the stack protocol, and these components jointly work together to

fulfill all the mandatory requirements. Important to note that DCC does not have any control over

frequency channel selection on DENM or CAM. The only implementation goal of DCC is to con-

trol message delivery and guarantee a satisfactory QoS, only limiting message providing within

certain time constraints and keeping the Channel Busy Rate (CBR) at a safe level.

The DCC layer dynamically adapts the frequency of data sending accordingly to the CBR.

It can change MAC and Physical layer parameters like transmit power, minimum packet interval,

data rate, and radiosensitivity. Each transition in the state machine has a corresponding CBR value

as a threshold. Figure 3.6 shows the three basic algorithms for DCC, considering CBR thresholds

[194], and CBR measurement, where the transition to a more restrictive state is performed when

the CBR value was above the threshold during the last measuring interval, and the change to a less

stringent state happens when the CBR value, in the previous measuring interval, was below the

threshold.

The DCC application over a Co-VP scenario is over evaluation since restraining the commu-

nication in safety-critical applications, which usually are delay-sensitive, could guide to unaccep-

table performance degradation [296].

Medium Access Control(MAC) The MAC algorithm decides when a node can transmit based

on the current channel status. The MAC schedules transmission to minimize the interference in

the system to increase the packet reception probability. The MAC algorithm deployed by 802.11p

is found in the IEEE 802.11-2012 [131], and it is called enhanced distributed coordination access

(EDCA). It is based on the essential distributed coordination function (DCF) but adds QoS attri-

butes. DCF is a carrier sense for multiple access with collision avoidance (CSMA/CA) algorithm.

This MAC layer grants priorities to various messages such that the notes with higher priority have

shorter deference in channel contentions [302].
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Figura 3.6: DCC state machines and CBR measurement procedure (m is the number of channel
probes within the measurement period T): a) ETSI TS 102 687 configuration; b) ETSI TS 103 175
configuration; c) ETSI TR 101 612 configuration, ; d) Channel Busy Ratio (CBR) measurement
[194]

In CSMA/CA, a node starts to listen to the channel before transmission, and if the track is

perceived as idle for a predetermined listening period, the node can begin to transmit directly.

However, if the channel becomes occupied during the listening period, the node will perform a

backoff procedure, i.e., the node has to defer its access according to a randomized period. The

predetermined listening period is called either arbitration interframe space (AIFS) or distributed

interframe space (DIFS), depending upon the mode of operation (EDCA or DCF). In EDCA, the

MAC layer defines different (AIFS, backoff) pairs. Thus, the frames with other priorities own

different defer access periods. In general, the higher priority, the shorter the deferred period.

Physical Layer (PHY) The PHY in 802.11p is Orthogonal Frequency Division Multiplexing

(OFDM) [231] detailed in clause 18 of 802.11 [131]. The basic idea is to divide the available

frequency spectrum into narrower subchannels (subcarriers). The high-rate data stream is split into

several lower-rate data streams transmitted simultaneously over many subcarriers, where each one

is narrow banded. There are 52 subcarriers, where 48 are used for data, and 4 are pilot carriers.

The OFDM PHY layer has support for eight different transfer rates, of which three are mandatory;

3 Mbit/s, 6 Mbit/s, and 12 Mbit/s [265].

3.3.7 Co-VP Settings

As explained in section 3.3.1, several use cases define specific settings for BSP, changing some

ITS-G5 parameters, like the minimum frequency of the periodic message, maximum latency, or

demanding a specific security requirement, as protection and authentication of the CAMs. The

[72] defines the Co-VP as one of these use cases, called Co-operative vehicle-highway automation

system (Platoon). The Co-VP communication mode is classified as V2X cooperative awareness

associated with unicast in this use case. They also define a maximum latency of 100ms, with a
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CAM minimal frequency of 2Hz and a vehicle relative position system better than 2m. This Co-VP

profile can be called a BSP-Platoon [294].

However, taking into account the relevance of Co-VP applications, ETSI has defined a spe-

cific document with a CACC pre-standardization study [84]. ETSI defines several requirements

impacting the vehicles’ hardware and software to compose a platoon in this study. One of these

requirements is the CACC target time gap (∆ttarget): the time gap set by the Co-VP application

to follow a target vehicle (TV). The Co-VP controller should adjust acceleration to maintain the

time gap (∆t) with the TV as close as possible to ∆ttarget . The Co-VP ∆t is the interval time when

a TV’s rear end and a follower’s front end pass the same point of the road. This study defines

the follower vehicle as the Subject Vehicle (SV). Figure 3.7 shows the Co-VP ∆t, where d is the

distance between TV and SV , and vSV and vTV represents, respectively, the SV and TV speed.

Figura 3.7: Co-VP time gap (∆t)

The ∆ttarget should be proportional to vSV when it is equal to or higher than a predefined value.

However, when vSV is smaller than this value, a minimum distance (dmin) should be sustained.

There is also the possibility of configuring a minimum safety time gap (∆tmin). The ∆tmin should

be equal or higher, then the time required for collision avoidance and can be defined as ∆tmin =

|vSV−vTV |
aSV

, where aSV is the maximum SV deceleration.

The TR 103 299 also defines a functional architecture, as presented in Figure 3.8. The core

blocs for Co-VP are:

• Message handler: manages the generation, encode/decode, reception, and transmission of

C-ITS messages;

• TV identifier: identifies the TV based on data available from the message handler;

• Vehicle status monitor: monitors the vehicle kinematics;

• Environment monitor: monitors vehicle’s surrounding environment;

• CACC logic manger: adjusts the CACC logic, e.g. transition between different CACC

application, joining/leaving, set up CACC parameters (e.g. ∆ttarget);

• Motion planner: based on CACC parameters set by the CACC logic manager, this function

decides of vehicle motion and potentially vehicle trajectory or vehicle maneuvering;
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Figura 3.8: Co-VP functional architecture

• Actuator control manager: generates control command to corresponding vehicle actuators

according to the motion planner results.

This study proposes a change in the CA basic service triggering conditions with two options:

• Option 1: when the platoon is engaged, the CAM trigger is set to 100ms (10Hz);

• Option 2: when the platoon is engaged, the CAM trigger should be set depending of the

target distance value ∆ttarget , as demonstrated in Figure 3.9. In this figure, TGenCamMin is

30ms, TGenCamMax is 100ms, ∆tTargetMin is 0.5s and ∆tTargetMax is 2.0s;

Figura 3.9: TR 103 299 CAM generation Rule
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Figura 3.10: DSRC protocol Stack Figura 3.11: DSRC Spectrum Division [154]

3.4 Dedicated Short-Range Communication (DSRC) - WAVE

DSRC technology is the central V2X communication standard in the U.S. It is defined by a

bunch of standards and protocols for automobile applications, and it has been mandatory for light

vehicles in the U.S. since 2020 [282]. It is also based on IEEE 802.11p, with close technical

characteristics with ETSI-G5 in PHY and Acces layer, but with some crucial differences. The

DSRC protocol stack in the U.S. is presented in Figure 3.10, together with the standards in each

layer, and a complete reference about the layers can be observed in [154]. The DSRC standard is

IEEE Wireless Access in Vehicular Environments (WAVE).

In the U.S., DSRC ITS applications have a 75 MHz licensed spectrum in the 5.9 GHz from

5850 MHz to 5925 MHz. The spectrum and channel allocation are presented in Figure 3.11. It

uses two channels, including control channels (CCHs) and service channels (SCHs). The available

spectrum is divided into one CCH, and six SCHs [313]. DSRC-enabled vehicles can broadcast

messages over a long distance ranging from 10m to 1km, with a maximum bit rate of 54Mbps.

DSRC adopts the IEEE 802.11p for Wireless Access for Vehicular Environment (WAVE) as

its PHY and MAC layer standard, similar to ITS-G5. However, unlike ITS-G5, the direct com-

munication between vehicles in DSRC is defined in IEEE 1609.3, with the Wave Short Message

Protocol (WSMP). The WSMP is a single-hop network protocol with a small header of some

bytes. WSMP provides the multiplexing of messages to upper-layer protocol entities based on

service IDs, hence fulfilling the transport protocol’s role.

However, to utilize the multiple wireless channels, IEEE 1609.4 standard defines a manage-

ment extension to the MAC for multi-channel operation [96]. This extension allows the DSRC

devices to transmit and receive messages on different channels, without a dual transceiver system,

using an alternating access method [65]. Thus, the Control Channel can only be utilized half

of the time, reducing the available bandwidth for safety messages compared with ITS-G5. The

EDCA also manages the prioritization and channel access in DSRC, but with different parameters

from ITS-G5.

IEEE 1609.2 standard defines the security in DSRC, providing authentication and optional

encryption of the messages with digital signatures and certificates. A great comparison between

the security layer of DSRC and ITS-G5 is performed in [93].
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The Society of Automotive Engineers (SAE) can be observed as a counterpart in the U.S.

from CC2-CC in Europe. It is responsible for several specifications, taxonomies, and definitions

for CAV applications. For instance, the SAE J2945/1 and SAE J2735 [332] present the perfor-

mance specifications for the V2V system that can be considered as a BSP for DSRC. In these

documents, SAE also offers the Basic Safety Message (BSM), the periodical message that should

be transmitted between vehicles informing about their current states, such as location, speed, or

heading. Those messages are equivalent to CAM messages in ITS-G5 and vary from 1 to 10Hz.

3.5 LTE: C-V2X

Figura 3.12: LTE-V2X Architecture [69]

Although DSRC and ITS-G5 are the dominant protocols in applications related to V2V com-

munication to date, the use of LTE systems (cellular communication) has emerged as an exciting

alternative. The Third Generation Partnership (3GPP) has defined several standards in releases 14

and 15 to support V2X communications, allowing direct communication between nodes instead of

the usually centralized control method [14]. The LTE-V2X protocol with LTE architecture, based

on [69] is presented in Figure 3.12.

In release 14, 3GPP defined the necessary advances in LTE-V standards to support V2X ser-

vices over both Users to User (UU) interface and PC-5 interface [313]. The UU interface operates

at a 2GHz licensed frequency and supports the communication between the user equipment and

a centralized node, called evolved Node B (eNB). This centralized communication is defined in

LTE-V2X as LTE-V-Cell. A decentralized communication mode, LTE-V-Direct, was defined using

the PC5 interface [1] and allows direct communication between nodes, like pedestrians, vehicles,

and RSUs. Figure 3.13 presents the usual LTE-V2X based application. The LTE-V-Direct opera-

ting frequency band is the ITS dedicated frequency of 5.9GHz, supporting road safety applications

with a mesh topology.
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Figura 3.13: LTE-V2X usual Application

The LTE-V-Direct mode, using the device-to-device (D2D) concept [182], supports low-latency

and high-reliability communication in high-speed vehicular environments. However, the LTE-

V2X standards in Release 14 can only support basic V2X applications, e.g., collision avoidance,

hazard warning, and emergency vehicle warning, with no support for advanced applications like

Co-VP. With Release 15, 3GPP has started to work on 5G-V2X. This release involves the V2X

based on fifth-generation (5G) New Radio (NR), which might use the mmWave bands to access

autonomous driving. It has been expected to be able to support Co-VP applications or to be com-

plementary to ITS-G5 standards [4].

When comparing the ITS-G5 and LTE-V2X, it is crucial to observe that the first one can be

considered a mature technology, widely tested, while the last one only started to be standardized in

2015. However, LTE-V2X has some advantages that should be considered in future developments

[332], like the data rate: LTE-V2X can support a high bandwidth demand since their theoretical

bit rate is supposed to be 20Mb/s (uplink) and 80Mb/s (downlink), compared with a maximum

of 12Mb/s in ITS-G5 and DSRC. One similar characteristic is the coverage area for highway

environments for V2V communications, near to 300m.

Nevertheless, ITS-G5 and DSRC have advantages over LTE-V2X, like mobility support, chan-

nel contention, and costs. Given the Doppler frequency shifts due to the longer symbol duration

for LTE-V2X, the mobility support is limited to 140km/h, while ITS-G5 supports until 250km/h.

Furthermore, in LTE-V2X, there is no mechanism to prevent collisions of messages, as the CS-

MA/CA predicted in IEEE 802.11p. The PHY and MAC layer performance of LTE-V2X and

ITS-G5 was compared in [200]. In this work, the authors demonstrate that, for a low-level vehicle

density, the LTE-V2X outperforms ITS-G5, considering the Packet Error Rate (PER). However,

while the congestion increases, the performance difference decreases until ITS-G5 overpass LTE-

V2X. This result was reinforced by the study presented in [160], where ITS-G5 outperformed

the LTE-V2X considering the end-to-end delay and packet inter-reception time. Finally, since the
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standard LTE modem does not support LTE-V2V communications, even if dedicated HW is requi-

red for both technologies, the LTE-V2X chipset is more expensive than the IEEE 802.11p-based

modem of ITS-G5 [103].

3.6 Conclusion

Although vehicle communication models have evolved, their integration and application on a

large scale still represent a significant challenge. Among the most critical barriers lies interope-

rability. Initially, we point out the different implementations of the same standards proposed by

different equipment manufacturers. Therefore, the interaction between these devices must be done

in the most reliable way to avoid incompatibilities and possible errors caused by subtle differences

in the implementations. Furthermore, the definition of complete Co-VP scenarios is lacking even

at the application layers. On the other hand, multiple standards (ITS-G5, DSRC-WAVE, and LTE

C-V2V) currently contend for the market, making it challenging to apply a single global standard

to reduce implementation costs. In this way, adopting a single technology may turn integration

with other vehicle brands or road infrastructure impossible.

The adoption of network congestion control mechanisms significantly impacts Co-VP systems.

For example, decreasing the frequency of messages between devices on the network limits the

availability of information to the platoon, leading to accidents. Thus, the correct configuration of

these mechanisms, especially in the ETSI ITS-G5 model, is a challenge that still presents different

models to be explored.

Thus, there is no universal inter-vehicle communication model for Co-VP applications. Ne-

vertheless, research points to the IEEE 802.11p developed base, ranging from the WAVE model

in the USA to ITS-G5 in Europe. However, the strength of cellular networks, reinforced by the

entry of G5, shows how this scenario is not yet definitive. Nevertheless, given the maintenance

of European decisions to invest in ETSI ITS-G5 and its applicability to Co-VP models, it was

decided in this thesis to use this model as the basis for CopaDrive.
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Capítulo 4

Co-VP Overview

This chapter presents an extensive review of the Co-VP applications-related research. We de-

monstrate how they relate to reliability and safety in a multi-dimensional way. We also analyze

the main validation tools for cooperative systems, addressing purely simulated scenarios and em-

bedded in real platforms. Finally, we show the main challenges and points of advance in these

areas.

4.1 Introduction

In a cooperative platoon, messages exchanged between platoon members enable collective

perception that contributes to improving individual situational awareness, joint maneuverability

(e.g., in terms of inter-vehicle safety distance and transverse alignment of the vehicles), or overall

safety through fast dissemination of emergency notifications to the other cars of the platoon. The

communications layer needs to ensure strict performance requirements regarding reliability and

security. When these requirements are not fulfilled, e.g., in the presence of packet loss, transmis-

sion delay [273] or security threats [11], negative impacts can be observed in the Co-VP controller.

The study of Co-VP has advanced in several areas, such as control models for platooning [112],

V2V and V2I communication [176], energy efficiency [190, 193], interaction with other vehicles

and platoons [145], among others. Furthermore, the cooperative platooning applications must be

simulated accurately before being implemented in the real world. Advanced simulation tools that

can mimic road conditions, the operation of the vehicles’ sensors and actuators and control mo-

dels, and the V2X communication are necessary to evaluate the performance of such cooperative

applications. In this line, formal verification methods can also play an important role in proving

the safety of these systems [150].

In addition, and support of this, comprehensive toolsets are needed to analyze these interac-

tions. Such tools aim to assess the reliability and efficiency of the developed Co-VP solutions

before real-world implementation, reducing errors and costs.

43
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Different facets of the Co-VP problem have been studied in a range of surveys, as presented

in chapter 2. However, the literature suggests a gap in the relationship between the related areas,

not adequately addressing the full extent of the problem, proposing separate analyzes of each of

the parts, and not observing the necessary integration between them to guarantee the system’s

functionality. Thus, we present this chapter as a general review of the Co-VP body of knowledge,

reviewing leading applications, validation systems, and main challenges, whether in safety or

security.

4.2 Co-VP Reliability

Co-VP applications are subject to the most diverse interference in communication, such as

Packet Loss Ratio (PLR) and delay, which directly influence stable platooning conditions, given

that wireless communication quality significantly impacts the safety and performance of platoon

control [175, 59]. However, although several studies analyze vehicular networks’ performance,

few address their impacts on Co-VPs controllers and their consequences on the system’s reli-

ability. Therefore, this section will present the recent and most relevant studies about Co-VP

reliability based on different network communication threats, such as PLR, inter-message delay,

and Transmission Rate Control (TRC), and the designed solutions to mitigate their influence over

the platoon. These works are summarized in Tab. 4.1.

4.2.1 Network Threats

One of the first Co-VP network performance analyses was presented in [170], with a study

about the impact of PLR on Co-VP’s string stability performance within a CSP model. V2V

communication was established based on the IEEE 802.11p standard with a fixed time message.

The authors concluded that the beacon sending frequency and PLR influence the Co-VP applica-

tion’s performance since the string stability decreases while the messages’ frequency decreases.

The same network threats were observed in [226], where the authors evaluated the impacts of

network properties and controller system specifications on platoon stability. Using a simple com-

munication model and different controller parameters, they assessed the distance error between

the platoon vehicles and concluded that the platoon stability decreases while the average PLR

increases.

The PLR is also investigated in [58], where the authors observe its impact and the time delay

over Co-VP lateral and longitudinal PID controllers. The authors analyzed two communication

models, DSRC and LTE-V, with a packet loss model based on the Bernoulli distribution and a

fixed time delay. The results show that the longitudinal and lateral errors increase with the growth

of both the time delay and the packet loss. However, the tests were performed with a time delay

or packet loss and never with both conditions. The authors presented a field test with two vehicles

and LTE-V communication with fixed time delays.

The authors of [273] analyzed a 14 vehicle Co-VP application using the WAVE communica-

tion protocol, with a fixed time delay between the messages. This work introduced a deliberate
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Tabela 4.1: Summary of Co-VP Network Analysis

Network
Model

Cite Year Controller Model Model Issues

Generical

[196] 2020
Feed Forward loop
with PID controllers

Packet Loss and Time Delay

[120] 2020 H∞ random single packet drop
[226] 2018 PD Packet Loss, Time Delay and TRC
[20] 2020 PID Time Delay and Sensor Faults
[111] 2019 Linear Controller Packet Loss
[308] 2018 Linear Controller -

WAVE

[15] 2019 Linear Controller Packet Loss
[312] 2020 Linear Controller Packet Loss and Time Delay
[170] 2011 Linear Controller Packet Loss
[273] 2018 MPC Packet Loss and Channel Crowding

ETSI
ITS-G5

[59] 2017 Linear Controller Time Delay
[192] 2018 Linear Controller Packet Loss, Time Delay
[276] 2019 Linear Controller Packet Loss, Time Delay
[296] 2015 PID Time Delay
[193] 2016 Linear Controller Packet Loss, Time Delay and TRC
[244] 2015 Linear Controller Time Delay and TRC

[339] 2019
Longitudinal Vehicle
Dynamic Model

TRC

[194] 2018 Linear Controller Packet Loss and Time Delay

LTE V2X
[58] 2018 PID Packet Loss and Time Delay
[320] 2018 Linear Controller Time Delay and Throughput
[298] 2018 Linear Controller Time Delay

communication failure in one vehicle, and the Co-VP performance was observed after this error.

They also evaluated the channel crowding, changing the default message time and demonstrating

that the PDR decreases while the CBR increases.

In [196], the authors realized a numerical simulation and a HIL implementation to analyze

the Co-VP controller’s performance with a constant message delay and a stochastic package loss

model. They proposed a feedforward controller integrated with two PID controllers to solve the

model uncertainties and defined the system’s string stability parameters, evaluating the platoo-

ning performance in an urban scenario and on a fuel economy test. The simulation demonstrates

that the dropout rate harms string stability and following capacity accuracy when it is up to a

limit. However, there were no package dropouts in the HIL implementation since there were

just two OBUs. A similar approach is presented in [120], where the Co-VP stability is analy-

zed against random single packet drop and external disturbances. A robust LMI-based distributed

H∞ controller guarantees the vehicles’ longitudinal safety distance within two different IFTs, the

bidirectional predecessor-follower and a hybrid solution bidirectional predecessor-follower with

leader-followers. The authors analyzed the Co-VP performance under varying packet drop rates
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(from 0% to 30%) with a different number of follower vehicles.

An analysis of IEEE 802.11p Co-VP communication’s time-varying performance was presen-

ted in [312], in contrast with the usual steady-state communication analysis. The authors consider

the impact of some disturbance in the leader’s behavior and derive each follower’s time-dependent

estate. The authors used packet loss and the message delay to evaluate the communication perfor-

mance, concluding that the IEEE 802.11p can keep the string stability under disturbance. However,

this work considers a leader-followers’ IFT communication topology, which reduces the number

of sent messages. In [192], a similar evaluation is proposed, but using ETSI ITS-G5 standard

[72] and the leader predecessor-followers IFT. This work identifies the phenomena that decrease

communication performance based on message synchronization after sequential disturbances.

A Co-VP driving system is presented in [111] using a merged network and control perspective.

The authors determine the upper bounds on the acceptable error due to packet losses and tune the

real inter-vehicle gap, guaranteeing the platoon string stability. A Symmetric bidirectional IFT

is adopted, where the subject vehicle receives data from the predecessor and the next one. They

conclude that a flexible inter-vehicle distance associated with safety bounds mitigates the issues

of packet losses in Co-VP applications. In [297], the authors also define a worst-case boundary

for the latency of DENM in ITS-G5 scenarios to warn vehicles about emergency brakes.

4.2.2 Transmission Parameters Adjust

Some works also analyze the Co-VP communication performance regarding transmission pa-

rameters adaptation. For instance, in [193], the Co-VP fuel consumption performance is studied

using two DCC configurations in ETSI ITS-G5. This work focuses on the Transmission Rate

Control (TRC) adaptation, showing that this adjusts directly influences fuel consumption. Further-

more, the authors of [339] and [194] also demonstrate that the performance of the string stability

controller goes down significantly when the message rate is restricted and reduced by TRC. The

emergency brake in a Co-VP application was performed in [244] also using the TRC adaptation.

However, the authors used fixed frequencies in this analysis, varying from 1 to 20Hz. This ex-

periment analyzed the minimal distance between the vehicles after braking. The work presented

in [276] also explores the emergency brake in a Co-VP application proposing the definition of a

feasible region of communication delays.

The Co-VP network performance also depends on the definition of the message triggers. There

are two standard models in literature: the time-triggered and the event-triggered strategy. Although

the ETSI ITS-G5 standard already defines the event-triggered strategy as a standard, many imple-

mentations have been done with fixed time messages [244, 276, 196]. This strategy can increase

platoon safety using a high message frequency ratio. However, this strategy increases the packet

collision due to a crowded network [59] while the event-trigger solution reduces the network CBR.

The authors of [20] apply the event-triggered message controller in a Co-VP application with

time-varying delay and sensor faults. In this study, the event triggering strategy is a function of

the actual value of sensor fault instead of the standard of ITS-G5. The work presented in [308]
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also proposes a flexible event-triggering strategy based on tunable parameters for each platoo-

ning vehicle, reducing the communication burden. However, both studies do not address an ITS

communication standard, which distances their conclusions from actual experiments.

In [296], a performance evaluation of the time delay between messages in a Co-VP application

is conducted with ETSI ITS-G5. The authors compare the CAM time delay using ETSI specifica-

tions - event-triggering - against a fixed frequency of 10Hz. In both modes, the authors consider a

random transmission delay. The authors conclude that the Co-VP performance with the specified

frequency outperforms the ITS-G5 standard, especially at higher speeds. However, they do not

address the CBR and its effects on the platoon.

The IEEE 802.11p MAC standard, used in Co-VP networks, is based on the CSMA/CA ap-

proach. In [15], the authors identify that this policy is likely to lead to collisions and degraded

performance as network load increases. The authors propose an overlay time-division multiple ac-

cess (TDMA)-based MAC. In this approach, the messages are synchronized between the vehicles,

reducing the collisions. This work compares two TDMA algorithms with the IEEE 802.11p MAC

CSMA/CA implementation in Co-VP, varying platoon sizes.

The work presented in [298] compares the performance of IEEE 802.11p and LTE-V2V re-

garding high-density truck-Co-VP scenario conditions. In addition, this work presented the CAM

message latency and CAM reception rate as performance metrics and concluded that long pla-

toons could benefit from LTE-V2V due to the better link budget. A similar result was obtained

in [36], which pointed to LTE-V2V as a better solution to in-coverage conditions. However, this

conclusion is opposed by the works presented in [320, 148]. The authors of [320] realized a

performance evaluation for LTE-V2V Co-VP communication, simulating the end-to-end through-

put and delay outlines in different layers to analyze different configurations of platooning systems.

This simulation demonstrated that the LTE-V2V system could not support Co-VP applications un-

der congested scenarios, as in [148], where the authors demonstrate that the ITS-G5 outperforms

LTE-V2V in cases where the LTE-V2V has concurrent data with the V2X communication.

Experience among the various works analyzed shows that Co-VP systems are highly influ-

enced by variations caused by the network QoS. Thus, the controllers of Co-VP systems must be

prepared to deal with these variations to guarantee the system’s safety. However, this influence has

yet to be better studied since the different vehicular network models still need to be better tested

in critical situations.

4.3 Security Analysis of Co-VP applications

In addition to the problems inherent to communications, such as delays and packet losses, the

Co-VP networks are subject to interference from other agents, whether they are malicious or not,

affecting their operation, destabilizing the platooning [54, 252]. Such attacks can be divided into

categories: information availability, integrity, authenticity, or confidentiality [8]. Some security

requirements and concepts for specific Co-VP scenarios are presented in [259] and summarized in

Tab. 4.2. This section presents several Co-VP cybersecurity researcher works that are summarized
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Tabela 4.2: Security Requirements and Attacks

Security Requirement Attack

Availability
Blackhole and Greyhole; Flooding; Denial of Service (DoS); Jamming;
Coalition [8]; Malware; Tampering; Greedy Behaviour; Spamming;

Integrity Falsification; Replay; Spoofing;
Confidentiality Eavesdropping; Location Tracking;

Autenticity
Certificate replication; Sybil ; Masquerading;
Tunneling; Free-Riding [188];

in Tab. 4.3. These works highlight the impact of security threats over the Co-VP application and

propose strategies to mitigate them.

4.3.1 Vehicular Network Vulnerabilities

Several works focus on the physical layer security (PLS) regarding the confidentiality of the

shared information. For instance, in [316], the performance of the PLS is studied over fading

channel regarding data secrecy. Furthermore, the authors of [68] establish a series of challenges

for PLS in vehicular communications, proposing a case study based on the coexistence of hybrid

technologies. Finally, [199] applies a reconfigurable intelligent surface (RIS) in the PLS, proving

that the PLS secrecy is affected by the number of RIS cells and their location. However, none of

these works analyze the specific case of platooning and the consequences or applications of these

techniques to Co-VP systems.

Taking into account that the most accepted standards for vehicular communication are based on

IEEE 802.11p and LTE-V2X, the authors of [8, 93, 338] carry out an analysis of the vulnerabilities

of these technologies to cyber-attacks. Still, only the work presented in [338] analyzes the use

case of Co-VP applications using the LTE-V2X standard. In this scenario, attacks coming from an

RSU, a vehicle, and two agents simultaneously are analyzed. Thus, the impacts caused on PDR,

inter-vehicle distance, and speed change during attacks are studied.

On another side, an improvement for RSU’s security based on an Internet of Things project

called SerIOT is proposed at [106]. This solution implements a monitor for RSU, connecting them

to the SerIOT Software Defined Network (SDN). In this way, as the outgoing information for the

RSU is monitored, any anomalies can be detected. Furthermore, this solution also implements a

honeypot to detect malicious vehicles. However, this work does not describe the impacts and the

actual gain of this solution.

4.3.2 Co-VP Stability under Security Attacks

A quantitative analysis of the platooning stability under attack is performed in [11]. The

authors investigate the risks of a cyber-attack on platooning stability, analyzing countermeasures

and their weaknesses. Finally, the authors proposed a system to detect attacks such as message

falsification and jamming, through observation of previous values or voting, based on information
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Tabela 4.3: Co-VP Cybersecurity Research

Network
Model

Cite Year Simulation Attack Model Attack Type Solution

Non
Co-VP

[316] 2020 Numeric Confidentiality
Physical Layer
Attack

-

[68] 2019 Numeric Confidentiality
Physical Layer
Attack

-

[199] 2019 Numeric Confidentiality
Physical Layer
Attack

Reconfigurable
Intelligent
Surfaces

[106] 2019 -
Confidentiality,
Authenticity

Falsification
SerIOT
Extension

[93] 2018 Numeric Confidentiality - Public Key

[8] 2019 -

Availability,
Integrity,
Confidentiality,
Authenticity

Several -

Generic
Co-VP
Network

[54] 2018 Numeric Authenticity Falsification Gain Limit

[259] 2019 -
Confidentiality,
Authenticity

Generic Key distribution

[208] 2020 Numeric Authenticity
DoS; Replay;
Falsification;

Distributed
attack detection

[323] 2020 Numeric Availability DoS -

Zigbee
[24] 2020

ROS +
Testbed

Authenticity Falsification
Monitoring
Sensors

[23] 2019
ROS +
Testbed

Authenticity Falsification
Monitoring
Sensors

DSRC
WAVE

[252] 2018 VENTOS
Availability,
Confidentiality
Authenticity

Falsification;
Replay; DoS;
Man in the Middle

Voting

[10] 2015 VENTOS
Availability,
Authenticity

Falsification;
Jamming;

Voting

[22] 2020 Numeric Availability DoS
Distributed
Nonlinear
MPC

[281] 2016 VENTOS
Availability,
Authenticity

Falsification;
Replay;

Two Network
Models

[28] 2018 Plexe Authenticity Falsification
Proof of
Location

[222] 2018 Plexe
Availability,
Confidentiality
Authenticity

Spoofing; DoS
Falsification;
Burst Transmission;

Collaborative
Controller

LTE
C-V2V

[338] 2020 Plexe
Availability,
Confidentiality,
Authenticity

Falsification; DoS
Man in the Middle

-
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provided by various vehicles. In jamming detection, the procedure adopted is like detecting a

degraded network with platooning output.

A Denial of Service (DoS) attack provided by jamming is studied in [22]. In this case, a

restricted attack between two consecutive vehicles is performed. A secure distributed nonlinear

MPC algorithm detects and mitigates the attack using local sensors and previous information,

keeping the platooning stable. An alternative solution for the attack problem in Co-VP systems

is proposed in [281], using the IEEE 802.11p together with the Visible Light Communication

(VLC) solution. Furthermore, the authors compare the speed error in the platooning over a packet

falsification and a replay attack in a scenario with just the DSRC communication and another

with both communication models. Although both situations present errors, the one with both

communication modules suffers less oscillation within the attacks.

In [23], a Bias injection Attack is used to cause a slowly time-varying attack signal in a

predecessor-follower platoon and on a bidirectional platooning. The authors proposed an attacker-

detector game based on a centralized detector that defines the best vehicles to add a sensor and

detect the attack. In this scenario, the bidirectional data in the Co-VP application increase the sys-

tem’s security. This work is extended in [24] with scalable vehicles. Otherwise, the authors of [28]

propose several reaction actions to mitigate a position falsification attack using a proof location

scheme. This work also demonstrates a solution to avoid collisions by detecting false messages.

The authors of [208] presented a distributed attack detection, where each vehicle has its de-

tection mechanism, estimating the local leader position and evaluating the received information.

They also propose two recovery methods based on the state estimation of the system. The distri-

buted Co-VP controller is also considered over an adversarial environment with the DoS attack

[323], where the delay limits are estimated to determine the platooning safety.

In a more general scenario, the authors of [222] propose a distributed collaborative strategy

to avoid longitudinal instability in the platoon formation under an adversarial environment. This

strategy is evaluated using Plexe against Spoofing, Message Falsification, DoS, and Burst Trans-

mission. In addition, this algorithm uses a Vote Strategy based on other vehicles’ information to

detect an anomaly and mitigate it.

All of the works cited allow us to observe the safety impacts of Co-VP applications. However,

there is still a great deal of space to explore since the types of attacks can vary, and the control

conditions can also be the most diverse. Also, it is possible to observe that there are no testbeds

focused on this type of test, which means that it is difficult to evaluate the impacts of some of the

proposed solutions.

4.4 Validation Tools

The complexity of Co-CPS implies the need for extensive validation capacity tools, able to

test the most diverse conditions to which the devices may be subjected during their operation to

synthesize the real world. Such tools make it possible to understand the safety limits of these

devices and their applications, reducing costs, development time, and risks of carrying out tests
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with real models. Therefore, the Co-VP tests should be performed to analyze possible failures

in specification, design, and implementation problems over the several project components [311].

The authors of [301] enunciate several V2X testing methods and describe their main focus and

some standards. For instance, the latency and reliability of V2X should be tested with function,

performance, and communication conformance testing. In addition, the application vulnerabilities

and security risks can be mitigated with gateway, penetration, and accelerated testings. Finally,

after the V2X validation with in-lab testing, the field tests should evaluate the V2X application’s

performance and function requirements in a natural environment.

As previously stated in Section 2.2, the Co-VP validation strategies can be divided into si-

mulation, real experimentation, formal verification, and testing. The validation strategies allow

analyzing how an algorithm works under defined performance criteria in several situations. This

section will be divided between the simulation and real experimentation validation tools, with a

very brief description of the other methods.

The formal foundation, used in Formal Verification, is an essential tool to check the system’s

correctness, using an accurate model description. The formal validation can be divided into mo-

del checking, theorem proving, and handwritten proofs. This validation method provides a way

to avoid errors and evaluate the system behavior before the implementation, specifying the sys-

tem properties to be analyzed with an agnostic approach to the scenarios. The Testing validation

process consists of executing a system model to detect errors which can cause software failure

[85].

4.4.1 Simulation

Simulative verification is a universally used validation strategy in Co-VP applications, given

the costs and difficulties of implementing a large-scale environment with CAVs and infrastructu-

res. It allows the development of a complex environment that mimics the system behavior and

main external conditions. Furthermore, the simulated scenarios can be replicated and controlled,

providing extensive testing fields. Nonetheless, the costs, complexity, and safety risks involved

in testing with actual vehicle deployments, progressively demand realistic simulative verification

tools to ease its validation, helping to bridge the gap between development and real-world de-

ployment. Notably, such comprehensive simulation tools must be able to, as accurate as possible,

mimic the real-life scenarios from the autonomous driving or control perspective and the com-

munications perspective, as both views are highly interdependent. So, these simulations must be

performed in an integrated environment between traffic mobility simulators and network simula-

tors.

4.4.1.1 Traffic and Network Simulators

Traffic mobility simulators can be classified into macroscopic and microscopic models, con-

sidering the traffic flow granularity and the vehicle’s properties. An extensive review of these

simulators is presented in [223], where the most famous ones are Gazebo [218], a time-driven
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robotic simulator that provides support for multiple physics engines with ROS (Robot Operating

System) integration, Carla [60], also a time-driven simulator specifically designed for autonomous

driving research based on Unreal Engine, and SUMO [185], an event-driven platform for traffic

simulation with support for a large number of vehicles and with a powerful integrating interface

called TraCi. The network simulators model and test the network performance with different

protocols, from the physical to the application layer. The most used ones are the discrete-event

simulators NS-3 [210] and OMNET++ [215]. The first one has an implemented 802.11p MAC

entity and IEEE 1609 standards, while the second one has an ITS-G5 implementation based on

Artery project [232].

(a) Simulation General Architecture (b) HIL General Architecture

Figura 4.1: Experimentation Tools Architecture

Currently, several simulation frameworks converge on enabling integration between traffic mo-

bility simulators and network simulators to support the evaluation of ITS. However, the precision

in a Co-VP simulation depends on tight integration between the simulators. Figure 4.1a presents a

general view of this architecture, while a summary of all the frameworks presented here is illustra-

ted in Table 4.4. This work split the simulators into 2D and 3D simulators. The 3D simulators give

more in-depth data about vehicles and Co-VP conditions, including better visualization. However,

the 2D simulators are lighter systems to be handled by the computers where the simulations will

be processed.

4.4.1.2 2D Co-VP Frameworks:

2D traffic simulators are the most common basis for vehicular simulations and, by extension,

for Co-VP frameworks. Such systems tend to simplify the interactions between objects, gene-

rally neglecting some physical aspects, usually referring to the lateral movements of the vehicles.

However, they are simulators capable of representing large-scale systems with lower computatio-

nal costs, without great graphic demands. Some examples include iTETRIS [239] which integrates

SUMO and NS-3, but, despite the project potential, it is finished, and there is no available support

for new developments.

The VSimRTI [243] uses an ambassador concept to support the integration of virtually any si-

mulator. Different traffic and network simulators have already been integrated, such as SUMO and

PHABMACS and NS-3 and OMNeT++. The authors of [230] present a Platooning Management
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Tabela 4.4: Summary of Simulation Frameworks for Co-VP

Simulator
Type

Cite Year Framework
Traffic
Simulator

Network
Simulator

Network Model

2D Co-VP
Framework

[13] 2019 VTI’s SUMO OMNET++ DSRC/WAVE
[232] 2015 Artery SUMO OMNET++ ITS-G5, LTE-V2V
[233] 2019 Artery SUMO OMNET++ LTE-V2V
[234] 2019 Artery SUMO OMNET++ ITS-G5
[239] 2013 iTetris SUMO NS-3 -
[245] 2014 Plexe SUMO OMNET++ DSRC/WAVE
[143] 2016 Plexe SUMO OMNET++ DSRC/WAVE
[194] 2018 Plexe SUMO OMNET++ ITS-G5
[19] 2019 Plexe SUMO OMNET++ ITS-G5
[185] 2018 SUMO SUMO - IEEE 802.11p
[320] 2018 SUMO + NS-3 SUMO NS-3 LTE-V2V
[257] 2019 Veins SUMO OMNET++ DSRC/WAVE
[10] 2015 Ventos SUMO OMNET++ DSRC/WAVE
[230] 2017 VSimRti SUMO NS-3 DSRC/WAVE

[243] 2011 VSimRti
SUMO;
PHABMACS

NS-3;
OMNET++

DSRC/WAVE

3D Co-VP
Framework

[60] 2017 - Carla - IEEE 802.11p
[42] 2019 - Carla - IEEE 802.11p
[86] 2020 - Carla - IEEE 802.11p

[294] 2019 Copadrive Gazebo
Artery and
OMNET++

ITS-G5

[184] 2017 - Webots NS-3 DSRC/WAVE
[150] 2017 - Webots - ITS-G5
[149] 2017 - Webots - ITS-G5

Co-VP
Potential
Framework

[144] 2020 -
Webots
and SUMO

OMNET++
DSRC/WAVE;
LTE-V

[271] 2016
Acceleration
Framework

Acceleration
Model

NS-3 DSRC/WAVE

[325] 2019 QoS-CITS - - TCP/UDP
[302] 2019 Matlab Simulink Matlab DSRC/WAVE

Protocol (PMP) using VSimRT, with Sumo and NS-3. This work tested the required maneuvers

and proper communication behaviors with NS-3 configuration similar to ITS-G5 standards, based

on IEEE 802.11p.

Another open-source framework for CAVs is Veins [257]. This framework integrates SUMO

and OMNET++, coupling both simulators in a bi-directional way and performing online simulati-

ons. Veins extend the OMNeT++ with a complete communication stack based on IEEE 802.11p,

creating a network node in OMNET++ for all the vehicular nodes in SUMO. The coupling between

traffic and network simulation frameworks is performed using the TraCI interface. Finally, Plexe

[245] is a Co-VP extension of Veins, implements protocols to support platooning applications and

CACC, with several cruise control models. These control models include a longitudinal controller

that uses a linear acceleration control method and a simplified transversal control (i.e., steering) to

change lanes and perform Co-VP dynamics appropriately. The Plexe has also been used in [143]

with a consensus-based controller for the Co-VP application regarding an intelligent traffic flow of
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several platoons moving together. This work focuses on the effects of poor vehicular communica-

tion, using an IEEE 802.11p stack with beaconing distribution, similar to WAVE 1609.4. In [194],

the Co-VP example is used to show how even minor variations in the configuration of ITS-G5

communications may affect the performance of safety and time-critical C-ITS applications. The

authors implemented the ETSI standards regarding the CAM messages with 3 DCC configurati-

ons in this work. Another work regarding DCC algorithms using Plexe is presented in [19]. This

work benchmarks DCC-3 against STB (no congestion control mechanism), DynB, LIMERIC, and

DCC-7, considering CBR, Inter-Reception Time (IRT), Fairness, and Safe Time Ratio.

In [13], the authors integrate Plexe with the driving simulation software from the Swedish Na-

tional Road and Transport Research Institute (VTI), creating a VTI driving simulator. This work

presents several use cases for CACC, like simple platooning on the road, platoon merging scena-

rio, and a Human driver. The authors highlight significant challenges for the Plexe simulation, like

adding an HDV, and there is no way to change the drive mode from cooperative to autonomous.

Another issue is the lateral controller of the vehicles in SUMO. In SUMO, the lane-changing oc-

curs instantaneously in a one-time step, not representing real-world scenarios. Another framework

that integrates Sumo and OMNET++ is Vehicular Network Open Simulator (VENTOS) [9]. De-

signed for vehicular traffic flow analysis, it allows the development of new control logic, such

as self-driving capability, intelligent traffic controller, dynamic routing, and collaborative driving.

Using DSRC, Ventos supports V2V and V2I implementations. In [10], a PMP algorithm was tes-

ted with VENTOS, merging V2V communication with radar measurements. The WSMP carries

beacon and micro-command messages on the control channel (CCH), and the resulting message is

directly sent to the data-link layer, with channel access based on IEEE 1609.4. VENTOS has also

been used in studies about the security of connected vehicles [281] and dynamic traffic routing

[37].

Given the NS-3 high flexibility, the authors of [320] developed an integrated platform that

combines SUMO and a modified version of NS-3 with the V2V transmission capability, according

to LTE-V2V specification. They compared several platooning systems using network metrics,

like end-to-end throughput and delay profiles. This work adjusted the frame structure, channel

modeling, and performance evaluation to reproduce LTE-V2V standards.

Artery [232], provides an integration of Veins and the Vanetza ITS-G5 [235] implementation.

The Vanetza provides generic ITS-G5 networking features, operating as an Application Layer

to Veins. In this way, the Artery extends Veins, incorporating ETSI ITS-G5 standard protocol

stack. This framework also integrates SUMO and OMNET++, but with the possibility to analyze

the behavior of vehicles with different capabilities, like different sets of VANET applications. The

Artery’s core works on top of Vanetza, with a configurable set of VANET applications. The current

Artery’s version [233] has released a new model that does not extends Veins. In this model, the

physical and MAC layers are provided by INET instead of Veins. This modification opened a new

set of variations that allows the implementation of different stacks, like LTE-V2X, as presented in

[233].
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4.4.1.3 3D Co-VP Frameworks:

The need to mimic reality in a simulated environment of CO-VP systems has been rising,

given the importance of increasing the likelihood between the validation performed and the actual

implementation. In this context, 3D frameworks have been gaining ground in vehicle simulations,

which naturally expanded their horizons for Co-VP applications. These simulators allow analyzing

the details of the systems in a microscopic view, including the differences in heights, weight,

and even interaction between objects. This way, the simulations become more realistic, better

representing the application scenario.

For instance, a novel Co-VP simulator framework was presented in [294], where the authors

carried out the integration of Gazebo with OMNET++ by extending Artery. They joined the

Gazebo support for multiple physics engines with OMNET++ capabilities and Artery ITS-G5

basis to implement a microscopic simulator to represent realistic Co-VP scenarios. For instance,

different from other frameworks, this one allows the analysis of the lateral controller of the vehicles

regarding heading and steering angles. Furthermore, the integration between Gazebo and OMNET

is provided by Robot Operating System (ROS) through a publish/subscribe method using topics.

Moreover, this framework was extended with an Advanced Driving Assistance System (ADAS)

using the DSME communication stack to create an intra-vehicular network [164].

Other robot simulators, like Carla, can support this kind of simulation. Although the Carla

simulator has a high engine power and ROS integration possibility, to the best of our knowledge,

there is no literature about this traffic simulator as a part of a Co-VP framework integrated with

a network simulator. In [42], and [86], the Carla simulator was used to study, respectively, the

Co-VP overtaking behavior in a two-lane highway and to implement a decentralized novel model-

free controller for platooning. However, the communication was not simulated using a realistic

network protocol in both works.

Another prominent robot simulator is Webots [52]. The Webots was originally designed as a

research tool to investigate mobile robots’ control algorithms, and since 2018, it has become an

Open-source project. Several microscopic vehicular models and possible integration tools have

been used within a large physical background. This simulator has been used in some Co-VP fra-

meworks, allowing multiple studies. For instance, in [184], the authors integrate Webots and NS-3

to demonstrate the capabilities of the simulation tool, using an ideal and realistic communication

channel, but with no proper stack model. In [149], and [150], the Co-VP performance is evalu-

ated under several conditions, revealing its weakness in real scenarios, like normal and degraded

network models, speed changing, and full brake. Given the vehicular model, the Webots allow the

analysis of longitudinal and lateral controller models. Nevertheless, there is no integration with a

network simulator in those works.

4.4.1.4 Potential Co-VP Simulators:

In addition to the frameworks presented so far, other validation frameworks for vehicle control

integrated into communication systems have great potential for validating Co-VP systems. In this
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subsection, we analyze some of these applications that may be modified, adding functionality to

the validation of Co-VP scenarios.

In [144], the authors designed a framework that integrates Webots, SUMO, and OMNET++,

using a client/server model. The SUMO is the Server in this application, providing traffic demand

and representing a 2D system. The Webots allow a 3D visualization and provide the CAVs control,

while the OMNET++ provides the V2X structure - using 802.11p or LTE-V communication. This

implementation introduces multiple human driving simulators in the CAVs scenario. Nevertheless,

this framework is not yet prepared for Co-VP scenarios.

The authors of [271] developed a potential Co-VP simulator called Acceleration Framework

that consists of a self-built microscopic traffic simulator integrated with NS-3. This traffic simu-

lator contains an acceleration model that recognizes different approaches for regular, connected,

and autonomous vehicles and a Lane-Changing Model that captures the effects of additional infor-

mation on lane-changing behavior in a connected driving environment, using a game-theoretical

approach. In addition, this simulator allows for V2I and V2V analysis. However, this framework

has not yet been addressed to Co-VP-specific applications.

The framework was developed in [325], called QoS-CITS, is oriented to Quality of Service

(QoS) analysis in CAVs, like throughput, safety, and fuel consumption. This simulator also analy-

zes how long one vehicle is delayed when it travels along its planned trajectory and how the

neighboring cars could impact the desired path plan. The CAVs communication is provided by

the X2X Sim module, which simulates TCP/UDP protocols, affecting wireless communication.

Although this framework has the potential to be used in Co-VP validation, it does not implement

any V2X standard communication.

The Matlab/Simulink also powerup up several Co-VP analyses and simulators. In [302], the

authors designed a bit-accurate simulation environment for vehicular networks using the MA-

TLAB discrete event system (DES). In this work, the authors use an integrated simulator, contai-

ning both traffic and network simulator. The developed network simulator includes a DSRC/WAVE

implementation with a precise representation of the PHY layer compared to the NS-3 implemen-

tation. The authors have a better computational cost within this simulator in terms of events and

show a more realistic packet success rate (PSR) than NS-3. This simulator has not been tested in

Co-VP applications, and its vehicle movement model is still restricted.

4.4.2 Experimentation Tools

Simulator frameworks are essential in validating Co-VP systems, given the flexibility, scalabi-

lity, and reduced cost. However, testing on real platforms is the most natural step in development

since simulators, no matter how accurate they are, cannot encompass the real-world dynamics and

imperfections produced by the process characteristics and constraints. Nevertheless, given the

costs and complexity of Co-CPS and Co-VP applications, their large-scale implementation over

accurate models is quite complicated. This way, the real validation tests can be divided into two

stages to reduce costs and allow the analysis of each system component in a modularized way.

These two steps are defined as Hardware in the loop (HIL) simulations and Testbeds. This section
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will introduce these tools, dividing HILs into those with or do not have Co-VP implementations.

At the same time, the Testbeds are separated into potential Co-VP, Co-VP implementations with

non-standard vehicular network communication, and the ones with some ITS network. A sum-

mary of all the quoted HIL implementations is presented in Tab. 4.5, while the Robotic Testbeds

are presented in Tab. 4.6.

4.4.2.1 Co-VP HIL Potential Implementations

HIL testing is frequently used in the car manufacturing process. It provides a well-defined

environment for the device under test (DUT), typically used for testing complex physical systems

and processes. Compared to real field tests, it is less expensive, and also, the results are much

easier to replicate [211]. The HIL approach also allows the experimentation and analysis of a

specific component in the Co-VP study, like the OBUs, RSUs, or the real-time vehicle response.

The general HIL architecture for Co-VP scenarios is presented in Figure 4.1b, where we have

bidirectional information flow between the physical and virtual subsystems. In this architecture,

HIL flexibility allows physical test vehicles to interact with virtual vehicles from traffic simulation

models, increasing validation scalability and reducing costs [197]. Another advantage of HIL

testing is evaluating safety-critical systems and features that generally operate in highly variable

environments in a controlled and limited environment. It also allows the parallel development of

different system components on time [147].

For instance, the PaTAVTT is a HIL testing platform that performs a trajectory tracking of

CAVs [317]. The authors validated the algorithm model and control strategies in Carsim/Simulink

and then migrated it to the HIL platform. In the HIL platform, the vehicles communicate with

the central network node using the 802.11ac (Wi-Fi) standard and evaluate the performance of

several U-turn movements. This platform allows the implementation of Co-VP applications, like

following, lane changing, and overtaking, but none of them is presented in this work. The Wi-Fi

communication network limits the comparison with other Co-VP scenarios, given the differences

to IEEE 802.11p, for instance.

The HIL testbed presented in [248] emulates the fuel consumption performance of an actual

vehicle with about 1% error, using the VISSIM simulator allowing the performance evaluation of

a CAV that follows an on-road testing vehicle driven on real-world roadway circumstances. The

V2V and V2I communication is performed using the DSRC/WAVE stack, while the communi-

cation between the cars and the VISSIM uses Cellular Network. The VISSIM was also used in

[197] to emulate the traffic with a simulated DSRC/WAVE communication and a physical vehi-

cle. This HIL configuration allows the test of vehicle connectivity and automation functions under

different virtually created special conditions and evaluates crucial hardware and software compo-

nents of CAV vehicle platforms. Furthermore, DSRC latency and packet loss are included in the

simulation to estimate real-time communication.

The VENTOS framework is extended in [9] with a HIL support (VENTOS-HIL). In this im-

plementation, real OBUs/RSUs are connected to VENTOS. For each physical device, there is a

corresponding virtual OBU or RSU, allowing that all the actions on the physical devices reflect on



58 Co-VP Overview

Tabela 4.5: Summary of CACC HIL Platforms

Co-VP Cite Year Framework Controller Model
Network
Standard

Objective

No

[45] 2017 - - ITS-G5 DCC models

[317] 2017 PaTAVTT
Longitudinal
and Lateral

802.11ac U-Turn

[211] 2018
OMNET++ and
Artery

- ITS-G5
Network
Performance

[197] 2018 CACC HIL Simple Mobility DSRC Traffic Simulator

[269] 2018 -
Stop-and-go
Re-routing Process

ITS-G5 V2V and V2I test

[9] 2019 VENTOS-HIL Longitudinal DSRC
Emergency
Brake

[248] 2019 Vissim Longitudinal DSRC

Fuel
consumption
and emissions
control

Yes

[284] 2014 LabView
Longitudinal
Platoon Maneuvres

3G cellular
network

Co-VP Controller

[226] 2018 - Longitudinal
Abstract
network model

Longitudinal String
stability

[339] 2019
PCA Evaluation
Framework

Longitudinal ITS-G5 TRC impact

[196] 2020
OSU-ADL-CAV
HIL

Longitudinal DSRC
Distributed Co-VP
Controller

[328] 2020 Carla Longitudinal LTE V2X
Parallel
communication
framework

[293] 2019 Copadrive
Longitudinal
and Lateral

ITS-G5
RTM and CLW
evaluation

the simulation itself and vice versa. The adopted network standard is the DSRC/WAVE. The HIL

capabilities were analyzed using an emergency brake scenario, showing the extended simulator

capabilities.

In [269], a HIL Simulation Framework for evaluation and fast prototype of CAV’s applications

was developed using SUMO as the traffic simulator. The authors claim that the implemented HIL

structure is cost-efficient and easily configurable to allow several CAV tests. In this work, an

Orchestrator was designed to be a systems manager, integrating the SUMO with the attached

real HW-based OBU/RSU devices. Each one of these devices has an gpsfake instance, producing

essential location data required by the HW/SW V2X protocol stack. The communication between

the Orchestrator and the remaining modules uses TCP sockets, while the V2X communication

uses the ITS-G5 standard. The user can create several scenarios in this HIL implementation, but

they are limited to SUMO and TraCI capabilities. The HIL capabilities were evaluated in a system

where V2X communication should support dynamic re-routing of a vehicle in a congested traffic

area.

The HIL approach can also evaluate specific network conditions or components. For instance,
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in [45], experimental validation of ETSI DCC models was proposed. This work studied the unfair-

ness and oscillation issues of DCC implementation and analyzed the process stability of the DCC

mechanism under different network conditions and CAM parameters. However, although an actual

OBU device was used, there where no mobility in the simulation. In [211], a reactive HIL simula-

tion was implemented with a simulated scenario using OMNeT++ and the real-time 802.11p Over

the Air (OTA) proxy. The V2V evaluation tests perform the communication analysis of one si-

mulated physical twin, that represents the vehicle able to distribute the received messages to/from

surrounding simulated vehicles.

4.4.2.2 Co-VP HIL Implementations

The HIL flexibility allows different Co-VP evaluation analyses. For instance, the authors of

[284] presented a Co-VP PMP strategy validation using HIL, built over a decentralized controller

model, where each vehicle in the simulation has an OBU, collects the primary data, and forwards

them to a central manager that stores and reorganizes the cars. These OBUs communicate through

the 3G cellular network, suffering from several delays caused by the centralized communication

strategy.

The work presented in [226] enables the Co-VP evaluation performance based on stability and

risk-of-collision analysis. Extensive simulation using real-world vehicle parameters can examine

longitudinal controllers’ specifications and network characteristics, allowing the observation of

platooning performance boundaries caused by network constraints and control system definitions.

However, the network communication model was assumed as abstract and straightforward, with no

communication protocol stack, using the IEEE 802.15.4 standard in the 2.4 GHz band. At the same

time, the vehicle dynamics are simulated with Matlab. Extending the network constraints analyses,

the impact of Transmission Rate Control (TRC) over a Co-VP scenario based on industrial V2X

nodes operating in the ITS-G5 channels is the main focus of [339]. It evaluates simulated vehicles’

longitudinal distance in congested scenarios, changing the message’s frequency, based on a four

OBUs vehicle simulation with data logging over the Matlab Software.

The authors of [196] implemented a HIL test platform using the Carsim/Simulink vehicle

simulator integrated with real DSRC modems. This HIL enabled a realistic evaluation of a Co-

VP model’s parameter selection method based on a feedforward controller within a stable string

boundary. Furthermore, this platform also evaluates the impact of dropout and communication

time delay in the Co-VP longitudinal string stability.

An LTE C-V2X[69] HIL implementation was presented in [328]. Although this work is still

under development, the authors presented an exciting platform, based on the CARLA simulator,

integrated with SUMO and direct communication between the simulated vehicles through C-V2X

Mode 4 modules. This platform implements a Software-Defined-Radio (SDR) based on three

radio devices that mimic three cars. Several Co-VP controller models can be evaluated in future

HIL implementation developments based on SUMO implementation.
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An extension of the Copadrive simulator to a HIL platform was presented in [293]. In this

work, the authors integrate the Gazebo with ITS-G5 OBUs to evaluate the impact of several mes-

sage frequencies in the Co-VP controller. This HIL implementation also introduces critical safety

tools evaluations, using a Run Time monitor (RTM) and a Control Loss Warning (CLW) to incre-

ase the Co-VP safety. Finally, this implementation allows the lateral vehicle controller evaluation

and the longitudinal analysis.

4.4.2.3 Potential Co-VP Robotic Testbeds

Although HIL implementation’s value is indisputable and can support a significant portion

of the system’s development, there are still limitations, like vehicle components evaluations. In

the middle-ground between simulation-based approaches and full vehicle deployments, robotic

testbeds appear as a great solution, considering that they can integrate with different platforms that

are to be deployed in vehicles. Furthermore, these testbeds can also be implemented in controlled

environments and partially replicate a realistic scenario at a small part of the cost of an actual

vehicle [97].

Several robotic testbeds allow autonomous vehicles’ evaluation but are not yet ready for Co-

VP analysis. For instance, the authors of [292] developed a low-cost testbed that can be im-

plemented in different vehicle models to test different control algorithms to follow trajectories

autonomously. However, the proposed testbed does not support V2X communications and relies

on onboard sensors to implement a platooning test. Two other low-cost testbed for platooning with

no V2V communication are presented in [89] and in [139]. The last one relies on the HoTDeC

hovercraft, increasing the flexibility but using a pretty different vehicle dynamics from a classic

car.

4.4.2.4 Co-VP Robotic Testbeds with General Network Communication

There are different equipment combinations for implementing a testbed aimed at Co-VP appli-

cations. Thus, some use communications that do not follow a vehicular pattern, often focusing on

control issues or validating specific algorithms. For instance, the testbed developed in [240] allows

the Co-VP analysis using vehicles on a scale of 1:10 for passenger cars and 1:14 for trucks. This

testbed enables implementing different control strategies for several autonomous driving applica-

tions and even platooning. In addition, a CACC controller with a predecessor-follower IFT was

implemented in the Co-VP experiment, using UDP messages over a WiFi standard. This testbed

allows longitudinal and lateral platoon control.

Researchers of Arizona State University [187] developed the vehicular cloud robots (VC-bots)

testbed, aiming to enable an open platform for both research experiments and education services

on VANET, vehicular cloud computing infrastructures, and future intelligent vehicles applications.

The vehicles are set up from different robotic platforms to simulate other cars’ models in this

work. This platform is flexible, enabling the development of different cooperative platooning

strategies [186]. However, V2V communication is based on WiFi networking. Therefore, this



4.4 Validation Tools 61

Tabela 4.6: Summary of Platooning Robotic Testbeds

Co-VP
Implementation

Cite Year Framework Implementation
Network
Standard

Potential
Application

[292] 2018 Autonomous Car Lidar System -

[139] 2017
HoTDeC
Hovercrafts

Vision System -

[89] 2019
Cheap Controller
Unitis

Lidar System -

Generic
Networks

[240] 2019
Small scale
vehicles

CACC with PF

[187] 2016 VC-Bots
PF model with
platoon maneuvres

WIFi

[186] 2017 VC-Bots
PF model with
platoon maneuvres

WIFi

[303] 2018 Zynq/SoC
FPGA Based with
Cooperative Sensing and
Information Interaction

Zigbee modules

[173] 2020 WiFiBot ARV PF IEEE 812.15.4

[53] 2020
Remotely
Accessible Cars

PF with variable
controller models

Centralized WiFi

[32] 2017 Autonomous Car ACC 5G emulation

ITS
Networks

[137] 2020 Low cost testbed LF, PF and LPF Simplified DSRC

[87] 2020 Carma
Cooperative Driving
Automation (CDA)
with ROS Topics

DSRC

[307] 2019
Drive-by-Wire
electric vehicle

Linear feedforward
longitudinal controller
and MPC lateral controller

DSRC

[59] 2017
Toyota Prius
III Executive

Event triggered ETSI ITS-G5

[97] 2020 RoboCoPlat PF with PID ETSI ITS-G5

project architecture separates control systems for the longitudinal and lateral control, using V2V

contact for the longitudinal controller and a camera vision algorithm for the lateral controller.

Some testbeds rely on non-usual communication standards to implement Co-VP applications.

For example, in [303], a Zigbee communication module is implemented in each vehicle to provide

V2V communication. This testbed uses an FPGA as the vehicle’s mainboard and applies coo-

perative sensing and information interaction between the cars to control the platoon stability. In

addition, the ZigBee module on the leader-vehicle works as a coordinator node to supervise the

whole network.

The cybersecurity in Co-CPS also can be analyzed through Co-VP testbeds, as presented in

[173]. This work built a platooning testbed with WIFIBOT autonomous robotic vehicles, using

the IEEE 812.15.4 standard for V2V communication. This work’s primary focus is introducing a

cooperative secret key agreement, called CoopKey, a scheme for encrypting/decrypting the con-

trol messages. The algorithm’s efficiency is evaluated regarding the longitudinal distance of the

platooning members.
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A cyber-physical testbed for wireless networked control systems is presented in [53]. The

author proposes a testbed composed of Remotely Accessible Cars (RAC) that uses a Wireless LAN

as a communication link. Each vehicle has several sensors to detect a line in the track and send it

to a central node. This node analyses the vehicle’s data, like position and speed, and sends back

the vehicles’ commands to guarantee Co-VP stability. This testbed evaluates three controllers with

a predecessor-follower IFT: PID, Linear Quadratic, and MPC. However, the centralized approach

does not attend to the requisites for a high-demand Co-VP network application with a high delay.

In [32], the authors developed a system that uses 5G ultra-reliable and low-latency communi-

cations (uRLLC) emulation for deploying vehicular cooperative demands. This project objective

was to design a V2X communication platform that enables flexible reconfiguration within a small

frame structure, rapid real-time processing, and flexible synchronization. This system was integra-

ted into an autonomous vehicle to test cooperative driving scenarios, such as semi-simultaneous

emergency brakes. However, this testbed has some limits, as it targets the communications plat-

form and is not clear about the potential impacts on a cooperative controller.

4.4.2.5 Co-VP Robotic Testbeds with ITS Network Communication:

A low-cost robotic testbed is presented in [137]. This testbed presents a flexible IFT focu-

sing on evaluating a Co-VP emergency brake situation under communication losses. The Co-VP

analysis can be performed with a Leader-Follower, Predecessor-Follower, and Leader Predecessor-

Follower IFTs and different communication loss parameters, using TDMA communication over a

simplified DSRC standard. As the vehicles have a low cost, the testbed can be easily escalated,

respecting the radios’ communication ranges for different IFT conditions.

An important robot testbed for testing Co-VP applications has been developed in the CARMA

[87] project. The CARMA project is an initiative led by the Federal Highway Administration

(FHWA) to enable Cooperative Driving Automation (CDA) research and development. This ini-

tiative includes cloud-based transportation systems and a vehicle-based platform for automated

vehicles to share data and intent with other cars and infrastructure to enable cooperative actions.

The CARMA evaluation tools include an open-source simulation environment built on CARMA

and SUMO and developing a scaled testbed with hardware for autonomous driving. The CARMA

controller model uses the ROS as the main publish and subscribe method to integrate most project

components, with the DSRC standard as the communication protocol. With string stability and

platoon maneuvres, the Co-VP implementation was planned for October of 2021.

The separation between the longitudinal and lateral control was also used in the testbed control

implemented in [307]. The Co-VP controller does not rely on a high-accuracy positioning system

or V2I information in this testbed. Nevertheless, the Co-VP controller is based on V2V communi-

cation and a low-cost onboard millimeter-wave radar sensor. The preceding vehicle’s information,

like acceleration, heading, and yaw rate, is sent to the following vehicle through wireless commu-

nication, while the radar calculates the inter-vehicle distance and velocity difference. The testbed

model used a drive-by-wire electric car, using OBUs with DSRC standards to implement V2V

communication.
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Just a few testbeds in the literature have already implemented the ITS-G5 standard. For ins-

tance, the testbed presented in [59] includes a three vehicles platoon to validate an event-triggered

control scheme and communication strategy experimentally to guarantee L2 Co-VP string stabi-

lity. The testbed vehicle model is the Toyota Prius III Executive, equipped with ETSI ITS-G5

OBUs for V2V communication. However, as this testbed uses real vehicles, the scalability is

significantly compromised, restricting the possible tests and reducing the system flexibility. In ad-

dition, the authors only investigate the system’s time response for vehicles’ longitudinal speed and

acceleration in this work, avoiding the vehicle lateral controller analysis. To increase the scalabi-

lity, the work presented in [97] and in chapter 5 introduce a 1:10 testbed called RoboCoplat. This

testbed is an extension of CopaDrive, allowing the analysis of the simulated Co-VP algorithms in

a realistic platform, using embedded OBUs to communicate though ITS-G5.

Therefore, there is clearly no single solution to support the development, test, and validation

of Co-VP systems, as each presents its clear advantages and limitations. Thus, the best approach

relies on using several tests and validation tools for each stage of the development process and

different technologies. However, the lack of integration between other platforms significantly

increases the development time of the Co-CPS system. It is not desirable that the effort involved

in integrating the system components with the validation platform is repeatedly discarded due to

the significant differences between test environments and the prototype system.

4.5 Open Challenges

Although several prospective work ideas were drawn throughout the chapter, we summarize

the open research avenues for safe and reliable Co-VP applications in this section.

Controller Models The control methods of Co-VP systems are the most diverse, although the

choices for simplified PIDs, variations of the MPC system, and some robust control applicati-

ons predominate. The choice of the controller directly impacts the complexity of the system to

be implemented and the consequent possibilities of errors, mainly resulting from the response

time. Some solutions proposed in theory do not address how to deal with the errors inherent to

the processes, whether these arise from network delays or even from the natural uncertainties of

mechanical systems, significantly limiting their actual implementation.

Another challenge in the Co-VP controller methods is managing mixed traffic, including HDV,

ACC, and Co-VP. Furthermore, the interaction between different agents is crucial in Co-VP imple-

mentation since the vehicles should safely interact with the environment. This interaction directly

affects the Co-VP controller models that still have to find the best balance between responsiveness

and complexity while guaranteeing the system’s safety.

Co-VP Network Threats The configuration of network parameters dramatically impacts the

ability to execute the planned activities safely. Thus, testing the limits of these communication
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models, considering the implemented controller systems, is challenging since traditional valida-

tion tools are not realistic. In addition, the scalability of these analyses is also a challenge for

implementing Co-VP strategies in the real world because the number of critical scenarios and

possible failures is large. Therefore, these scenarios must be analyzed, minimizing the agent’s

risks.

On the other hand, the increase in the computational capacity of embedded systems also opens

up new possibilities for implementing techniques and models. For example, with the latest de-

vices, it becomes possible to implement new, more complex control techniques or even artificial

intelligence models that reduce errors and can prove more reliable under critical scenarios.

Cybersecurity in Co-VP The amount of work on cybersecurity for Co-VP systems is still lac-

king, as most of the research in the area refers specifically to cybersecurity problems in vehicular

systems. Thus, the analysis of the impacts of security failures on the performance of Co-VP sys-

tems is still a field with room to be addressed. As important as analyzing the effects, the challenge

is still posed by implementing countermeasures against possible cyberattacks. Since such attacks

can generate catastrophic consequences, response systems must be as efficient and quick to act,

preserving the system’s safety. Again, the difficulty in adopting a single communication network

standard has a negative impact, as different protocols have different security implementations,

which may or may not be certified. Thus, such performances open the possibility of attacks and

the consequent need for quick detection and countermeasures.

Validation Tools To increase the safety of these systems, it is fundamental to validate them in

realistic scenarios. Simulation represents an important step in exploring limit scenarios, mainly

if the simulation system comprises Hardware in the Loop component test. However, nothing

replaces final system validation over current conditions, allowing the evaluation of communication

modules and mechanical systems responsiveness. Hence, to reduce validation time and costs,

such tools should, as much as possible, consist of complete validation frameworks that cover, in

an integrated fashion, steps from development, to simulation, robotic testbeds, up to final system

deployment. Relying on open automated development frameworks such as ROS to combine the

different validation stages seems a promising solution, increasing the system’s modularity and

enabling component re-use and continuous integration and validation.

New tools have emerged, enabling the development of Co-VP application simulations with

more excellent proximity to reality, which increases their ability to represent real problems. Howe-

ver, the current difficulty of integrating these simulators with different communication standards

and their high computational cost reduces their efficiency, invalidating more complex scenarios.

4.6 Conclusions

The interest in implementing Co-VP systems has brought significant investment to this area,

both in academia and the automotive industry, since it can enable attractive solutions to reduce
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traffic, energy consumption, and road accidents. Thus, several aspects of these systems have been

studied from different perspectives and communities. In this work, we seek to synthesize the most

recent advances, show current research, and point out challenges and fields that are still open for

new developments, which can guide further research.
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Capítulo 5

CopaDrive: an integrated ROS

cooperative driving test and validation

framework

In this chapter, we introduce CopaDrive. A ROS-based Co-VP simulation framework integra-

ting vehicle simulation environment, Hardware in The Loop, and Robotic testbed. We will present

a detailed description of its features, architecture, and a use case for its functionalities.

5.1 Introduction

This chapter presents CopaDrive, a cooperative driving framework that relies on ROS as an

enabler and integrator to support the development and test of Co-VP systems. We leverage ROS’s

remarkable flexibility and publish/subscribe topics structure to produce a continuous and integra-

ted Co-CPS development system. Containing a vast selection of “off-the-shelf” software packa-

ges for hardware, ROS allows the integration of different projects into a powerful, flexible, and

modular framework. Those characteristics extended from ROS to CopaDrive grant an adaptable

framework that can be used in several stages of the development of CPS, reducing time and in-

creasing integration between the development steps. ROS high stability and reliability [7] also are

characteristics that reinforce the choice of ROS as the central component of the framework (Figure

5.1).

Supported by ROS, CopaDrive integrates a physical simulator (Gazebo) with a traffic gene-

rator (Sumo) and a network simulator (OMNET++) to analyze a cooperative driving system and

evaluate the impact of the network behavior upon the platoon and vice-versa. An OBU can easily

replace the network simulator to create a HIL simulation and test the communications platforms

and safety components in a virtual environment. ROS integration makes it possible, allowing the

67
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Figura 5.1: CopaDrive Main Architecture View

communication of the simulator with the OBU, keeping the system’s controller modularity. Fi-

nally, the developed techniques can be integrated into a unified robotic testbed over the computing

platforms deployed in the final prototype. The CopaDrive testbed is built over the real onboard

computing platforms to demonstrate the Co-CPS system and test the main components used in an

actual vehicle.

A development and validation framework that offers straightforward integration with simu-

lation/HIL tools and a robotic testbed allows for developing a more efficient cooperative driving

system. It also enables a complete and overarching analysis of its safety limits, particularly the

study of different control strategies, network behavior impact, and system scalability. ROS as

the central messenger system reduces the integration time and increases modularity and compo-

sability. The reuse of the same software components with minor adjustments from each stage of

Co-VP development over a series of scenarios increases the system’s reliability.

The concrete objectives of the CopaDrive framework are to:

1. Offer a flexible environment for integrated development, test, and validation, of cooperative

driving applications. Using ROS as an enabler, we aim to reuse the modules in each deve-

lopment step, reducing time and increasing the system’s safety. The remaining modules can

be sustained if any modules are modified, and the tests can be repeated.

2. Support the extensive test of cooperative control strategies. CopaDrive will allow the realis-

tic and repetitive testing of the system in several conditions and scenarios. This way, it will

be possible to analyze the control systems’ performance limits.

3. Integrate the ETSI ITS-G5 communication stack. As previously pointed out, communicati-

ons play a crucial role in any Co-CPS. Thus, CopaDrive will integrate this communications

standard early in the validation stages by supporting it directly in simulations and using real

OBUs.
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4. Demonstrate the system in a scalable fashion. The CopaDrive framework includes a robotic

testbed to validate and demonstrate the designed controllers and safety systems in realistic

and appealing scenarios. This testbed will allow the validation of real embedded computing

platforms that will be used in actual vehicles in the final prototype. In addition, the migration

of the different software modules could be done directly as we rely on ROS as the standard

underlying middleware.

5. Support other AVs and vehicular network developments. CopaDrive’s innovative modu-

lar product allows the controller and communications model to be modified for various

applications involving AVs. Thus, it can be used for different applications and vehicular

communication networks.

This chapter aims to demonstrate these objectives by applying the framework to develop a

Co-VP system, including the cooperative platooning controller and the safety system, i.e., CLW,

as carried out in the SafeCOP project. We will show how we used this framework to (1) carry

out an analysis of a Co-VP control system, fully integrating the impact of the communications on

its performance; (2) validate the CLW safety system in a virtual scenario via the HIL connection,

using real OBUs which will be onboard the prototype vehicles and will integrate the safety system;

and (3) to deploy the cooperative platooning system in the final embedded platforms that will be

onboard the prototype vehicles, and demonstrate its behavior in a robotic testbed, indoors, in

preparation for the final deployment in real-life vehicles.

5.2 Co-VP Safety Tools

Co-VP is a safety-critical system in which a malfunction can have severe consequences. Thus,

besides the extensive testing and validation procedures these applications must undergo, additional

safety monitoring systems must be in place, ready to trigger emergency action, as an emergency

brake. Using different strategies, many safety monitoring systems have been proposed to increase

Co-VP safety. For example, in [92], the author proposed a Machine Learning model to validate

collision avoidance in Co-VP. In this work, the tool’s limit is the number of trials and the system’s

reduced number of different situations to be learned. Another proposal aims at integrating machine

learning with model checking strategies [204]. This work introduces a run-safety monitor that

continuously evaluates safety conditions derived from a hazard analysis, previously formalized

linear temporal logic.

Security of Co-VP applications is also addressed in some proposals. The authors in [29]

proposed a middleware that supports an intrusion detection system to be integrated into the Co-

VP nodes. This middleware contains a database of known malicious attacks. Then, it processes

several system inputs to detect malicious attacks and issues alarms and notifications to the running

application, increasing the system’s security.

The author of [12] proposed a Runtime Verification Framework. This work introduces a fra-

mework to specify and generate code of runtime monitors based on a formal timed temporal logic.
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This framework allows the development of multiple mechanisms to support safety-critical coope-

rative functions and the safety assurance processing in Co-CPS. Supported by this work, a generic

ROS-based runtime monitoring system was built in the SafeCOP project, allowing the runtime

monitoring of Co-VP systems by deploying ROS topics that could monitor different processes and

hence increase the platoon’s safety.

In addition to this work, in SafeCOP, a Control Loss Warning (CLW) safety mechanism was

also developed to monitor the Co-VP system. Its most significant advantage is that it is deployed

inside the OBUs, thus running separated from the Co-VP controller system implementation and

thus guaranteeing complete isolation. Deployed in each platooning vehicle, this system’s objective

is to detect and alert about control loss situations that can be seen by comparing the movement of

the preceding vehicle, as read by the received data with the vehicle’s current status. This system

behaves as an additional safeguard that can react in case the car platooning controller, for some

reason, fails to comply with the platooning actions, for instance, by not reducing speed. In such

a case, a CLW emergency action is triggered to prevent a crash by alerting all members of the

platoon, as presented in Figure 5.2. This Figure represents the regular platoon course until some

vehicles have an accident or a problem. Then, the CLW starts to act, performing a safety analysis

and informing the following platoon vehicles, to avoid a collision. This detection and safety action

is carried out by analyzing several vehicles’ inputs regarding different safety case requirements

previously analyzed and programmed in the CLW. As explained, alerts triggered by one node of

the system may influence the behavior of other nodes by sending a CLW alert to the other elements

involved. Those elements can be the other vehicles of the platoon, police, or emergency services.

Figura 5.2: Control Loss Warning
The system is deployed over Cohda’s MK5 On-Board Unit [47] which is the component used

to enable vehicular communications in the platoon. This rugged module is small, low-cost, and

can be retrofitted to vehicles for aftermarket deployment or field trials in an off-the-shelf deploy-

ment manner. It has a Dual IEEE 802.11p radio, a Global Navigation Satellite System (GNSS)

that delivers lane-level accuracy, and Supports DSRC (IEEE 802.11p), a critical implementation

feature of ITS-G5 standard. Apart from the IEEE 802.11p support, these OBUs have, as well,

ETSI ITS-G5 compatibility by providing a proprietary licensed software suite that enables this.

Figure 5.3, presents an overview of how CLW is implemented inside the OBUs. The OBU

components are divided into two main groups: Apps Container and Apps Services. The Apps
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Container is very simple and simply refers to the group of high-level applications running inside

the OBU, namely, the CLW. The Apps Services comprises a set of libraries and applications whose

only goal is to provide enhanced features to the upper applications. These services contain the Log

Manager, Sensor Data Manager, Communications Manager, and Apps Monitor.

Figura 5.3: OBU Logical Architecture

The system architecture is supported by a three-layer architecture, where each layer provides

services for the layer above. The layers are The communication layer, the Services layer, and the

Application layer. From top to bottom, the Application Layer consists of a set of applications im-

plementing the business logic from which they are responsible. In particular, the CLW application

module is contained there. The services layer has four modules: The Communications mana-

ger implements the link between the OBU components, provides the communication channels

between the OBU and the vehicle control computing platform, and assures the communications

between the OBU in the platoon. The Log Manager consists of a library that each app or service

will use to write a log to a file. The Sensor Data Manager module is responsible for listening to

and processing data received from internal and external sensors of the vehicle. This module feeds

CLW by providing direction, speed, and communications status information. The Apps Monitor is

responsible for monitoring the running apps and implements a keep-alive mechanism to monitor

the status of the CLW application.

So far, CLW enables the detection and transmission of alerts, which can culminate in triggering

emergency actions in three scenarios: (1) failure to reduce speed, (2) failure to increase speed,

and (3) failure to turn. The first two concern the failure of one vehicle to reduce or increase its

speed at an acceptable rate by the platooning actions. The third is a vehicle’s failure to change its

orientation to maintain alignment in the platoon. These safety scenarios were implemented and

validated in CopaDrive, and the results will be presented later in Section 5.2.
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5.3 CopaDrive - Integrated System

Developing a safe cooperative driving system involves several test and validation stages, from

the concept until its final implementation. Often, development effort is lost in this process, as

the software modules used in the initial system validation, in simulation, for instance, cannot be

directly deployed at the final prototype. The ROS framework allows a modular development of

the system with a high level of decoupling. As the modules are independent and supported by

the ROS middleware, it is possible to migrate them between different platforms and virtual and

physical environments. Furthermore, it allows the developer to test the same module within the

flexibility of a virtual simulation environment and deploy it directly onto a physical testbed, for

instance.

For this reason, CopaDrive relies on ROS to support a continuous process of test and validation

of cooperative driving systems.

As we will show regarding the validation of a Co-VP system, which includes a Co-VP con-

troller and a CLW safety system, CopaDrive enables: (1) the validation of the Co-VP controller

in a virtual environment, encompassing the impact of communications; (2) the migration of this

controller to a HIL setup, enabling the validation of the real communications platform OBU and

the CLW implementation in the mixed environment; (3) the migration of the Co-VP components

into a platooning robotic testbed for additional validation and demonstration in a physical environ-

ment, over the final embedded computing platforms to be included in the final prototype. Thus,

CopaDrive allows the test of the same Co-VP system from its initial development in the simulator

to its implementation in a vehicle.

Initially focused on implementing a Co-VP system, its flexibility allows adaptation to several

new scenarios, such as fixed communications devices (RSUs) or integrating EDGE and Cloud

devices for external processing and information storage.

The overall view of the framework can be observed in Figure 5.4. Initially, the Co-VP con-

troller is implemented and tested in simulation, using Gazebo and ROS. However, although the

Gazebo simulation analyzes different control aspects, namely the lateral and longitudinal platoon

stability in different scenarios, it does not provide information about the communication impact

of the designed Co-VP system. So, as it is mandatory to fully understand the constraints of the

controller and its safety limits, we analyze the ETSI ITS-G5 impact in our integrated CopaDrive

Simulator - CD-S.

Inside the CD-S, ROS topics and middleware support the integration between Gazebo and

OMNET++. CD-s allow the observation of how the platoon’s stability and safety are affected

by the delays and other communication problems realistically. Additional details and results are

provided in section 5.4.

To validate the CLW safety system, the flexibility of quickly re-arranging the validation scena-

rios by changing the distances between vehicles, speed, and track was helpful. Thus, the validation

can only be effectively achieved by merging virtual simulation scenarios with physical equipment
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Figura 5.4: CopaDrive toolset and validation stages

and HIL integration. In addition, it was also necessary to test the integration between the Co-

VP control system and the OBU communication platforms pre-deployment. Hence, we extended

CD-S to integrate the required components in a tight simulation loop by removing the network

simulator (OMNET++) from the CD-S and using the physical OBU equipment instead.

The implementation of CopaDrive Hardware in the Loop (CD-HIL) is described in section

5.5. To achieve this integration between ROS and the physical OBUs, we designed a MK5-ROS

Bridge (section 5.5.1). Once again, maintaining the necessary modularity allowed the deployment

of the same bridge component in the robotic testbed (CD-RoboCoPlat). In addition, the control

model validated in CD-S is the same used in CD-HIL and the same that is migrated into the robotic

testbed.

Therefore, this next stage consists of the migration of the Co-VP components into a coope-

rative robotic Testbed - CD-RoboCoPlat (Section 5.6). This stage allows the test and validation

of all the main Co-VP system components as if to be installed in a final vehicle prototype, in a

smaller scale robotic platform. Thus, besides integrating with different elements to be deployed in

vehicles, they can be deployed indoors in controlled environments. They can partially replicate a

realistic scenario at a fraction of the cost of real cars.

Evaluating the cooperative control algorithms, the communication interfaces and equipment,

and the CLW safety system in the previous stage effectively reduces the development time and

effort in the robotic testbed. Thus, it directly evaluates the system’s performance and limitations

as it runs in the final embedded computing platforms.

In the same way, as the underlying ROS system supports the migration from the controller

module, validated in the CD-S and CD-HIL to CD-RoboCoPlat, the migration to the final autono-

mous vehicle prototype is straightforward as it shares the same computing platform. In addition,

the validation process enabled by CopaDrive supports the development effort. It dramatically in-

creases the confidence of the Co-VP application reliability before moving into the final testing

phase in actual vehicles.
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5.4 CopaDrive Simulator (CD-S)

To develop CD-S, we carried out the integration of a well-known ROS-based robotics simula-

tor (Gazebo) with a network simulator (OMNET++) by extending Artery[232], enabling a robust

framework to test and validate cooperative autonomous driving applications. On the one hand, we

leverage Gazebo’s robotic simulation’s most prominent features, such as its support for multiple

physics engines and its rich library of components and vehicles in integration with ROS, which

enables us to build realistic vehicle control scenarios. On the other hand, OMNET++ supports the

underlying network simulation relying on an ITS-G5 communications stack, which is currently the

de-facto standard for C-ITS applications in Europe. This integration supports an accurate analysis

of the impact of the communications upon the cooperative application and, on the other hand, the

tools to evaluate the network performance using the OMNET++/INET framework.

This section overviews the CD-S, describing the tool, providing a set of relevant simulation

scenarios, and carrying out a series of analyses regarding (1) the impact of communications upon

the Co-VP controller, (2) the impact of the control technique on the network, and (3) by generating

additional traffic with SUMO, we illustrate how the impact of the increase of external network

traffic impacts platooning performance.

5.4.1 CD-S Central Components

5.4.1.1 Gazebo

A critical feature of ROS software is its flexibility in facilitating its integration with many

open-source projects and tools. One of the ROS-supported and most used robotics simulators is

Gazebo [218]. The Gazebo is an open-source 3D robotics simulator with multi-robots support for

indoor and outdoor environments. It implements dynamic and kinematic and a pluggable physics

engine. It provides a realistic rendering of settings, including high-quality lighting, shadows, and

textures. It can model sensors that “see” the simulated environment, such as laser range finders,

cameras (including wide-angle), or Kinect style sensors.

Many projects integrate ROS with Gazebo, like the QuadRotor presented in [205], the Huma-

noid implementation in [90] or the Ground Vehicle in [236]. As a powerful and very visual tool,

Gazebo has also been used as the simulation environment for several technical challenges and

competitions, like NASA Space Robotics Challenge (SRC) [122], Agile Robotics for Industrial

Automation Competition (ARIAC) [209], and Toyota Prius Challenge [130].

5.4.1.2 OMNET++

The ETSI ITS-G5 [72] is considered the enabler, ready-to-go communications technology for

such applications, and although there has been an extensive analysis of its performance [150, 149,

336], the understanding of its impact upon the safety of this SoS is relatively immature. Hence,

extensive testing and validation must be carried out to understand the safety limits of such SoS by

encompassing communications.
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Several network simulators are available and capable of carrying out network simulations of

vehicular networks. Nonetheless, these tools remain mostly separated from the reality of autono-

mous driving, offering minimal capabilities in evaluating cooperative autonomous systems.

In this work, OMNET++ is the network simulator. It allows the development of several

network stacks using different modules and frameworks. For instance, the VEINS [257] imple-

ments the standards of IEEE WAVE and ETSI ITS-G5. The VEINS is responsible for implemen-

ting the PHYSICAL and MAC layer in OMNET++ Simulation. And Artery [232] is the VEINS

extension to VANET applications. During the research for this work, we identified Artery [232]

as the most mature project providing ITS-G5 free implementation.

5.4.2 Framework Architecture

The CD-S architecture is presented in Figure 5.5. The underlying operating system was Linux

Ubuntu 18.04.6 Bionic, with Gazebo 9.0, ROS Melodic, and OMNET++ 5.4. The computing

platform used for the integration and simulations featured an Intel® Core® i7-975H CPU, with 16

MB RAM memory and a NVIDIA Geforce GTX 1650.

Figura 5.5: CD-S Simulation Environment

5.4.2.1 Synchronization Approach

The OMNET++ is an event-driven simulator, while Gazebo is a time-driven simulator. So,

synchronizing both simulators represented a key challenge, and a synchronization module was

implemented in OMNET++ to carry out this task, relying upon ROS “/Clock” topic as a clock re-

ference. The OMNET++ synchronization module subscribes to ROS’ “/Clock” topic, published at

every Gazebo simulation step (i.e., every 1ms). It schedules a custom-made OMNET++ message

(“syncMsg”) to an exact ROS time. This message allows the OMNET++ simulator engine to ge-

nerate an event upon reaching that timestamp and to be able to proceed with any other simulation

process that should be running at the same time (e.g., CAM generation by CAService).
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5.4.2.2 OMNET++’s Modules Overview

We built the simulator framework over the Veins simulator and the Vanetza communications

stack implementation, borrowing and extending much of the middleware components from the

Artery framework. It relies on ROS publish/subscribe mechanisms to integrate OMNET++ with

Gazebo, represented in Figure 5.6. ROS/Gazebo set is responsible for the movement of the vehi-

cles, simulating the physical model of interaction between the cars, track, and obstacles. Using

the MobilityROS.h library, OMNET++ can subscribe to the ROS threads through the Vehicle Data

Provider (VDP), representing the vehicle’s network interface. This information populates a single

object regarding instantaneous vehicle data, including position, velocity, and acceleration. Ca-

Service then uses this object to fill the ETSI ITS-G5 CAM fields when the message triggers are

activated. CaService is further responsible for encoding these messages in the ETSI ITS-G5 ASN-

1 [82] standard and sending them to the network layer provided by Vanetza. VDP also provides

GPS coordinates to define the position of the nodes in the INET mobility module. The sender

process is illustrated in detail in Figure 5.7.

The message follows the layers described in the IEEE 802.11p model, reaching the physical

layer provided by Veins. Then, OMNET++ simulates the delivery, adding delays and evaluating

the probability of collisions and packet loss. Then, OMNET++ proceeds with the reception of this

message in the other vehicles. CAMs are messages sent in the broadcast. All vehicles with ETSI

ITS-G5 radios in range of the sender’s radio should receive the message sent unless there is a col-

lision. The message is received on the receiving vehicle’s radio interface by Veins and transmitted

to Vanetza at the network layer. The arrival of a message on this channel triggers an evaluation of

its content, verifying if it is a CAM or not. In this case, CaSetvice receives the message and, if it is

a CAM, proceeds with its treatment or discards it. After checking the fields, a signal is fired to the

Robot Middleware (RM). The RM fills in the ROS topic to be published for that specific vehicle

and posts it. On the ROS/Gazebo side, the vehicle’s radio simulator subscribes to this information

and proceeds with the control action to ensure the platoon’s continuous movement. The receiver

process is illustrated with more details in Figure 5.8.

5.4.2.3 Data Workflow

Figure 5.9 presents a quick overview of how data flows from cari sensors into cari+1 control

application, working its way through Gazebo into OMNET++ and then into other Gazebo’s car

following a CAM transmission between different nodes in OMNET++. To note that nodeX and

nodeY represent the network interface of both cari and cari+1, respectively.

To convey the required information between vehicles, we set up the Protocol Data Unity (PDU)

in the messages, as observed in Figure 3.3. This Figure presents the general structure of the data

transmitted by the vehicles. The basic container indicates the sender of the message and is set

with the OBU configuration. The high-frequency container contains the vehicle information that

will be used in the platooning controller.
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Figura 5.6: Framework Architecture

5.4.3 Experimental Results

The simulation is composed of three vehicles, modeled from a Toyota Prius, running a PID-

based platooning control model [149]. This controller solely relies on CAMs to maintain the

platooning service, with a safe distance set to 8 meters, using the CSP as distance policy. The

simulation results were extracted from 45-seconds long runs in four scenarios where the platoon

safety was assessed. Scenario A applies fixed CAM frequencies, while the others utilize event-

triggered messages. So, scenario B used the ETSI ITS-G5 basic configuration [82], defined here

as CAM Basic Service Profile (CAM-BSP), while scenario C used the CAM-BSP with platooning-

defined specifications [72]. Finally, scenario D applied and evaluated customized settings for

CAM-BSP, defining a CAM-CSP. The simulation environment and simulated platooning trajectory

in the 45-second run are depicted in Figure 5.10.

The yellow line represents the initial acceleration path, where the follower is still accelerating

to reach the set point distance between itself and its leader. In orange, the road track where

the platooning follows a straight line, and in red, a hard turn in which platooning behavior is

significantly dependent on the number of CAMs exchanged. The presented experimental results

also contain this color reference to help relate them with the track’s relevant portion.

In the simulations, as standardized, CAM messages are distributed in a broadcast fashion and

triggered according to the details provided in Table 5.1. In this table, ∆p means a variation in the

position, ∆h in the heading of the vehicle, and ∆v in the velocity of the local leader, following

the description provided in [33]. Although messages are broadcast from each car to all the others,

only the messages sent by the previous vehicle are used by the follower.



78 CopaDrive: an integrated ROS cooperative driving test and validation framework

Figura 5.7: CAM Sender Fluxogram

5.4.3.1 Proposed Scenarios

- Scenario A: Fixed CAM frequencies

Four CAM sending frequencies were evaluated (i.e., 10, 5, 3.3, and 2.5 Hz), guaranteeing that

CAM messages will always be provided with new information at the highest CAM frequency.

We analyzed the impact of these different CAM exchanging frequencies on the follower’s beha-

vior regarding the forward distance and steering angles to analyze how different CAM exchanging

frequencies affected the Co-VP control. The Co-VP starts from a parked position, and the fol-

lower only engages in platooning after the leader starts moving forward, so the follower needs to

accelerate to catch up to its leader.

Figures 5.11 and 5.12 shows the vehicle inter distance in each test and Figure 5.13 presents

the steering angles.

At higher CAM sending frequencies, the Co-VP PID controller shows better stability, and the

inter-distance error decreases. These issues are also evident regarding steering behavior. For the

first three CAM inter-arrival times, the steering angles follow the leaders with a slight delay, which

increases with frequency. For an inter-arrival time of 0.4 s, the steering angles of the follower are

no longer in line with the leader’s (Figure 5.13). It is also clearly noticeable that, for a CAM

inter-arrival time of 0.4 s, while approaching the left-hand turn (in red), the follower lost track of

the leader vehicle, making a complete stop.

CAM sending frequency is too low to keep the follower updated with the leader’s steering

Tabela 5.1: Trigger to CAM messages

Scenario A Scenario B Scenario C Scenario D

Fixed Frequency CAM-BSP CAM-BSP-P CAM-CSP

10Hz

5Hz

3.3Hz

2.5Hz

1s

∆p > 4m

∆h ≥±4◦

∆v ≥ 0.5m/s

0.5s

∆p > 4m

∆h ≥±4◦

∆v ≥ 0.5m/s

0.5s

∆p > 2m

∆h ≥±4◦

∆v ≥ 0.5m/s
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Figura 5.8: CAM Receiver Fluxogram

corrections, resulting in minimal or nearly non-existent steering inputs. As a result, upon entering

the left U-turn, the follower’s controller struggles to keep up with the leader’s heading, failing for

inter-arrival times of 0.4 s. The direct relation between higher CAM frequency and PID steering

controller stability was demonstrated among several runs at different frequencies. However, fixing

a CAM frequency represents a sub-optimal approach for Co-VP, considering that excessive CAM

traffic will often be generated, negatively impacting the network’s throughput.

To evaluate CD-S stability and limits, we analyzed its inherent latency and computing delays.

Figure 5.14 presents the delay between an OMNET++ node reception of a CAM (from a network

transmission) and its reception by the Gazebo’s vehicle model after receiving it through ROS

Pub/Sub mechanisms.

Following Figure 5.9 timeline, the timestamps recorded were taken at CAM reception at the

node’s middleware and upon Gazebo’s car application callback on this referred ROS topic at dif-

ferent CAM sending frequencies (10, 5, 3.3, and 2.5 Hz). It was possible to detect that the delay

mostly comes from the ROS underlying Pub/Sub mechanisms. The system’s performance doesn’t

seem to be severely affected by CAM’s delay between sending and receiving messages since it

remains almost constant during the simulation. Although the maximum obtained delay slightly

increased with traffic, the observed latency close to 0.25 milliseconds is insufficient to impact or

compromise the application under test.

- Scenario B: Basic Service Profile

This scenario allows the analysis of CAM as standardized in ITS-G5 [82] or BSP. BSP defines

an interval of 0.1 seconds to 1 second between CAMs, except upon one of the following conditions,

at which a CAM message must be immediately triggered:

• the absolute difference between the current heading of the originating vehicle and the he-

ading included in the CAM previously transmitted by the originating vehicle exceeds 4

degrees;

• the distance between the current position of the originating vehicle and the position included

in the CAM previously transmitted by the originating vehicle exceeds 4 m;
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Figura 5.9: Data workflow

• the absolute difference between the current speed of the originating vehicle and the speed

included in the CAM previously transmitted by the originating vehicle exceeds 0,5 m/s.

CAM reception intervals are presented in Fig. 5.17. CAM sending frequencies approach 2.0

Hz, mostly due to the second triggering condition, since the CoVP speed during the orange part of

the track is constant at around 8 m/s. However, there are some high-frequency triggers in the early

iterations, resulting from the quick acceleration at the initial portion of the track while trying to

close the distance gap to the leader. The CAM BSP triggers higher frequencies in response to the

hard left turn (red portion of the track), which causes a quick shift in the leader’s heading. Still, as

observed in Figures 5.16 and 5.15, this increase in frequency was insufficient to maintain a stable

Co-VP using this control model and failed to follow the leader’s steering control. Therefore, we

conclude that CAM-BSP is not well-tuned for more demanding Co-VP scenarios, in which the

control models exclusively rely upon cooperative support.

- Scenario C: Basic Service Profile for Platooning (CAM BSP-P)

In this scenario, we analyze an extension to the ITS-G5’s CAM-BSP specified in [72]. This

ETSI report recommends improved CAM-BSP settings for Co-VP. One of its most significant

changes was to limit the minimum frequency between CAM transmission to 2 Hz, double the one

defined for the original CAM-BSP. This profile will be designated as CAM BSP-P.

Test results were similar to the usage of the original CAM-BSP settings, as triggering condi-

tions remain the same. As depicted in Figure 5.18 and similarly to scenario B, CAM inter-arrival

times remain around 2Hz, in this case, as a result of the minimum frequency limit set. Concer-

ning Co-VP behavior, figures 5.16 and 5.15 depict a similar behavior to scenario B, which fails

to execute the U-turn. It happens as a consequence of platoon instability. For instance, concer-

ning distance error regarding the setpoint, scenarios B and C present similar and significant errors

resulting from low CAM update frequency.

- Scenario D: Custom Service Profile for Platooning (CAM-CSP)

For this scenario, we set up a Custom Service Profile to balance the network load originated

by CAM exchanging while guaranteeing stability. Our approach was to adapt the second CAM

triggering condition mentioned in scenario B by changing it to 2 meters instead of 4 meters. This
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Figura 5.10: Platooning Trajectory

change impacted the Co-VP behavior considerably, both in the number of CAMs sent and its

frequency, as it’s possible to check at Figure 5.19.

As shown in Figure 5.18, the CAM-CSP conditions caused CAM triggering to happen much

more frequently than in previous cases. It result in a more stable Co-VP controller when compared

to scenarios B and C (Figures 5.16 and 5.15). It also causes a significant decrease in distance error,

leading to a smoother control. In fact, only this change enabled the Co-VP to complete the hard

left turn (Figure 5.10).

5.4.3.2 Network Impact upon Co-VP performance

Having learned the shortcoming of the ETSI ITS-G5 standard in supporting such a Co-VP

controller, we proposed CSP as a new CAM profile to mitigate the performance issues. This mini-

mal change to the CAM triggering conditions proved quite effective in guaranteeing the platoon’s

safety. However, it is also important to evaluate how the network is impacted by these CAM trig-

gering setups. CopaDrive enables this analysis by looking into the several metrics provided by

OMNET++. This analyses relies upon metrics such as Network Throughput, Application end-to-

end delay and update delay in the given tests.

As observed in Figure 5.20, given the reduced size of the packet length and the reduced number

of messages, the measured maximum throughput of the channel does not grow beyond 0.13%

for a platoon of 3 vehicles. It is possible to observe that the CAM-CSP does not increase the

throughput much more than the fixed frequency of 3.33Hz (period of 0.3ms). It also has the

advantage of having a kinematics-triggered CAM instead of a purely time-triggered approach to

CAM transmission, which is much closer to the objective of the ETSI ITS-G5 standard. Although

the throughput of CAM-CSP is higher than the case of CAM-BSP and CAM-BSP-P, it is smaller

than in scenarios of 10Hz and 5Hz.
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Figura 5.11: Vehicle inter-distances - Scenario
A Figura 5.12: Distance Error - Scenario A

Figura 5.13: Steering Angles - Scenario A

As the throughput in the network is small and there is no packet loss, there’s no congestion

that can increase the probability of collisions in the network. So, the end-to-end delay was the

same for all the tests and fixed in 0.544ms.

Due to the new trigger condition, the number of packages sent in the CAM-CSP is more

significant than the number in CAM-BSP and CAM-BSP-P. However, it is smaller than scenarios

of 10Hz and 5Hz. The analysis of Figure 5.20 shows that the fixed frequency of 3.33Hz is very

close to the proposed CAM-CSP. The most significant difference is the flexibility of the network

in the CAM-CSP.

This analysis can be confirmed in Figures 5.21a, 5.21b and 5.21c. Those figures shows the

update delay between the messages received in car1 that have been sent by car0. The update delay

is the measured time between received messages in a node of the network. They also show that

most of the exchanged messages between those cars in CAM-CSP are received at least in 0.3ms.

In CAM-BSB and CAM-CSP, as sometimes the messages can be delivered in more than 0.5ms,

the follower does not receive the messages in time to guarantee the platoon’s safety.

Table 5.2 summarize the results of the scenarios presented in this section. It presents the

number of CAM messages sent during the simulation for each scenario. So, a fixed frequency

between 3.3 Hz and 2.5 Hz should be at the threshold borderline balance to maintain Co-VP

stability. However, fixing this frequency is not the most reasonable approach since it can cause

unnecessary CAM message transmissions or, in some extreme situations, may not suffice. Thus, it

is much better to have this CAM triggering approach dependent on vehicle kinematics, as proposed
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Figura 5.14: CAM Exchanging Delay - Scenario A

in the standard. With this in mind, as defined in ITS-G5, a Service Profile should be the optimal

way to handle this. However, this kind of profiling should be adapted to the use case and the

control model. For this particular control model under test, CAM information availability is crucial

to maintain the platoon’s stable and safe behavior. Thus, a new service profile was proposed. This

kind of evaluation can be easily carried out using our framework by fully specifying the simulation

environment and Co-VP control model over ROS/Gazebo while using OMNET++’s capabilities to

analyze the network performance, carrying out an integrated in-depth analysis of the cooperative

driving application behavior.

Tabela 5.2: Comparison between Scenarios - Number of messages and Safety Guarantee

Scenarios
Fixed Frequency (Hz)

BSP BSP-P CSP
10 5 3.3 2.5

Number of Messages 1502 756 504 336 342 359 655
Network Throughput (%) 0.133 0.066 0.044 0.033 0.028 0.031 0.057%
Maximum End-to-end Delay (ms) 0.544 0.544 0.544 0.544 0.544 0.544 0.544
Safety OK OK OK NOK NOK NOK OK

Figura 5.15: Longitudinal distances analysis in
scenarios B, C and D

Figura 5.16: Steering Analysis for scenarios B,
C and D



84 CopaDrive: an integrated ROS cooperative driving test and validation framework

Figura 5.17: Period CAM-BSP Figura 5.18: Period CAM-BSP Platoon

Figura 5.19: Period CAM-CSP

5.4.4 Traffic Analysis

To increase the analysis of the impact of the increasing traffic on communication performance,

the CD-S uses the SUMO to create traffic. The integration of the SUMO traffic generator into

CD-S was accomplished using the TraCI framework [306]. TraCI is an open-source software

that enables the expansion of SUMO and the connectivity to OMNET++. It consists of several

methods that retrieve all kinds of data from the traffic generator, including the number of cars

currently present in the simulation and all the essential information regarding them, including

position, speed, heading, etc.

By injecting this data retrieved from the TraCI API on the ROS topic, the same vault that

stores the information of the vehicles on the simulation also contains the ones generated outside

the platoon, and, from then, the OMNET++ simulation will be updated, disclosing the car nodes

on the simulation playground. With this connection fully implemented and given that those nodes

are present in OMNET++, the integration with the ROS system was similar to the already existing

one. However, the messages created were published to a specific topic designed to accommodate

only the information related to the cars generated by the SUMO software.

The integration of SUMO to the previous system version allows the insertion of planned traf-

fic into the designed scenario. So, it is possible to analyze how the traffic impacts the ITS-G5

communication. For example, we built a design where a three-vehicle Co-VP runs on a road with

an increasing number of other autonomous vehicles. Those vehicles are running on a parallel
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Figura 5.20: Throughput Analysis for different scenarios

highway at a constant speed, using ITS-G5 communication with the same standards as the vehi-

cles in the platooning. Then, even though those extra vehicles are not a part of the platooning, they

also occupy the communication channel and impact the communication between the Cooperative

vehicles.

The number of vehicles in the traffic provided by SUMO increases from 1 to 30, being rele-

ased in two-second intervals. This approach prevents the sudden overflow in the simulation that

might generate performance issues. That way, the simulation represents a more realistic scheme.

In a real-life traffic scenario, the random influx of vehicles on the road or highway appears in a

continuous mode, not all simultaneously, as presented in [321]. The same communication pro-

files previously studied are analyzed with SUMO to observe the communication impact over the

network. The designed scenario is presented in Figure 5.22.

Compared with the previous scenario, with only three vehicles, the increasing number of cars

increases the messages delivery time, as can be observed in Figure 5.23, given that all the vehicles

transmitted and received the CAM messages. It was also possible to compare the network through-

put in the designed scenario, as presented in Figure 5.24. This Figure illustrates that the amount of

data traveling in the network channel substantially increases when the number of cars increases.

As expected, the throughput in the CSP scenario is bigger than the other communication profiles.

5.5 CopaDrive Hardware-in-the-Loop - CD-HIL

The previously evaluated Co-VP application is logically deemed as safety-critical. Thus, one

must have additional mechanisms, such as the already mentioned CLW, to trigger an emergency

action upon detecting a Co-VP system failure. This section concerns the evaluation of the CLW

mechanism as implemented in a real OBU. Furthermore, it was essential to validate the integration
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(a) CAM-BSP Update Delay (b) CAM-BSP-P Update Delay

(c) CAM-CSP Update Delay

Figura 5.21: Scenarios B, C and D: Update Delay

Figura 5.22: CD-S Traffic Simulation Scenario

between the Co-VP control model and the OBUs, which could only be carried out if we relied

upon a HIL approach. Usually, such endeavor would require a significant effort to port the already

tested control models and systems into a new simulator. Instead, we rely upon the same CopaDrive

framework and ROS-enabled flexibility to replace the OMNET++ network simulator component
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Figura 5.23: Messages Delivery Time in Vehicular Traffic

Figura 5.24: Network Throughput in Vehicular Traffic



88 CopaDrive: an integrated ROS cooperative driving test and validation framework

with real OBUs for the three vehicles to handle communications while keeping the same Co-VP

system.

Figura 5.25: CD-HIL Architecture

The CD-HIL implementation aims at supporting the test and validation of the OBUs and the

CLW safety mechanisms for the Co-VP application. By replacing the network simulator in CD-S

with OBUs for each vehicle, as shown in Figure 5.25, we force all communications to be handled

by the real communications platforms that will be on board the vehicles. Its main advantage is

keeping the flexibility of the virtual scenarios while the CLW safety mechanism is evaluated.

Figure 5.26 showcases a deployment of the system, in which the three OBUs are visible and

connected to the simulator via ethernet. A ROS module had to be developed to serve as a bridge

between the ROS sub-system and the OBUs, by conveying the vehicle information from the ROS

topics, into the OBUs, for CAM transmission and vice-versa, to map the received data in each

OBU into ROS topics, and feed it into the vehicle Co-VP controller.

Figura 5.26: CD-HIL Deployment
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The HIL architecture allows the evaluation of CLW, which is fundamental in the OBU inte-

gration before real deployment. In what follows, we present the details of this module. Next, we

will deliver the failure scenarios in which CLW was validated and its assessment.

5.5.1 ROS-MK5 Bridge

The CD-HIL platform integrates the OBUs with the ROS environment and vehicle control

systems using the ROS-MK5 Bridge. This communication is performed through TCP sockets,

using IPV4 or IPV6. On the OBU side, the messages are processed by the message broker and used

by the above modules. On the vehicles’ side, the ROS-based control system uses the information

received through the bridge to understand better its surrounding environment and the cars involved

in the platoon. The ROS-MK5 bridge provides a bi-directional bridge between ROS systems

implementing a platoon simulation model running on Gazebo and the MK5 OBUs from Cohda

Wireless. In addition, the bridge allows a ROS environment to connect and communicate with

other ROS environments through MK5 802.11p OBU platforms. An overview of the ROS-MK5

bridge’s primary interfaces is presented in Figure 5.27.

Figura 5.27: Bridge Architecture

The blue cloud named ROS represents the vehicle platooning simulation environment using

Gazebo on the right-hand side of the Figure. This Bridge end-side subscribes to topics from

the simulator to provide their information through the bridge to feed the OBUs. Nevertheless, it

advertises a topic filled with data from the Bridge in the opposite direction, so the simulator can

properly acknowledge this.

On the OBU end-side of the Bridge, all the information received from these ROS topics is

fed into the Message Broker module, which segregates and processes this data to prepare the

respective CAM transmission.

NMEA messages, for positioning, are also filled in the OBU via the information received by

the Message Broker to the NMEA server. These are used to provide GPS coordinates, speed, and

heading of the correspondent vehicle according to the vehicle position and speed in the simulator.

The NMEA Server running in the OBUs computes them, so their information can be used by the

remaining MK5 run application. This same module is also reused in the CD-Testbed. The ETSI

module is responsible for filling in the necessary information at the standardized message container

according to the ETSI ITS-G5 format. Also, when the OBU receives a CAM transmission, the
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ETSI module decodes the message in the opposite direction. Finally, it sends its content to the

Message Broker to be published in the respective ROS topic.

5.5.2 Experimental Results

The CLW is a safety tool based on a software module running directly on the OBU and recei-

ving data from the ETSI module (e.g., position, speed, heading). This data arrives either from the

simulator, if it concerns the ego vehicle, or from other OBUs, according to the format specified in

Figure 3.3, acknowledging the position and status of the other platoon members. The CLW uses

and compares this data to detect (or even predict) a failure properly.

We consider three failure scenarios, each simulating a different type of failure on the follower

vehicle controller.

• Failure to Increase Speed (FIS)- In this scenario, the leader, on a straight path, accelerates,

and its follower is not able to respond to this because of a failure in its acceleration system.

The CLW/RT monitor detects the failure and alerts its control application.

• Failure to Decrease Speed (FDS) - In this scenario, the leader, on a straight path, brakes,

and its follower is not able to respond to this because of a failure in its braking system.

The CLW/RT monitor detects the failure and alerts its control application. This scenario is

presented in Figure 5.28. Without the FDS, the follower collides with the leader when the

failure happens in this Figure. With FDS, the followers can stop before crashing, given that

the CLW detects the failure and actuate over an emergency brake.

• Failure to Change Direction (FCD) - In this scenario, the leader takes a turn, and its follower

is not able to respond to this because of a failure in its steering system. The CLW/RT monitor

detects the failure and alerts its control application.

In all these scenarios, the failures are injected into the second platoon member of a platoon

with three vehicles. Then, the vehicle’s emergency action upon receiving an alert from the CLW is

an emergency brake. The simulations ran in these results context were based on the CD-HIL, with

a platoon simulation model running on Gazebo with the vehicle’s V2V communications being

done through real OBUs connected through the ROS-MK5 bridge into their correspondent vehicle

node. To produce a realistic scenario, we performed 30 simulations.

Figure 5.28 showcases the scenario of FDS, with (bottom two figures) and without CLW (top

two Figures). Upon the failure injection on the second vehicle, which prevents its controller from

reducing speed, without CLW, the second vehicle crashes into the leader. However, the third

vehicle can still stop in time at this speed, as no failure occurs in its controller. At the bottom,

with CLW, the safety controller triggers the emergency brake safety action upon detection of its

controller’s inability to reduce speed. As a result, the vehicle does not crash into the leader.

A video showcasing the simulations for the three scenarios can be found at

https://youtu.be/UjFyRQbnGYo.
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Figura 5.28: FDS scenario with and without CLW

Table 5.3 overviews some results gathered from the carried out tests of the CLW module within

the previously stated scenarios. These tests have been running under the SafeCOP project to

evaluate and guarantee some safety assurance metrics. Apart from ensuring the well-functioning

of these modules, these results also assure the correct functioning of CD-HIL as a testing tool

for C-ITS scenarios where the Cohda MK5 OBU is used. In this table, is it possible to observe

that CLW avoids the collision between the vehicles in 86.66% of the situations. It means that

the CLW increased the system’s safety in case of catastrophic failures, as it intends to. In the

remains, some crashes may occur if the loss happens when the vehicles are too close or when

some communications problems happen, as pointed out in the table.

With the Co-VP controller, the CLW safety system, and the OBU integration validated over

virtual scenarios, the next stage of CopaDrive aimed for increased system integration. So, the

CopaDrive framework relies on CD-RoboCoPlat, a robotic testbed in which systems can be inte-

grated similarly to the final prototype vehicles while keeping risks and costs at bay by deploying

these platforms in controlled and smaller environments. The following section overviews this Co-

paDrive component and elaborates on the validation and demonstration of the Co-VP system we

report on in this chapter.

5.6 CD-RoboCoPlat

There are several works on vehicle platooning. However, few instantiate their proposals over

real hardware deployments. Therefore, this section focuses on practical implementation, particu-

larly on robotic testbeds.

In contrast to previous works, as presented in section 4.4.2, our testbed provides clear advan-

tages. For instance, it relies on ROS to enable new sensors and platforms integration, increasing

its flexibility and reconfiguration options and integration with simulation software. Furthermore,
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Tabela 5.3: HIL simulations - Analysis of CLW alert systems

Metrics Results
Percentage of test runs where a crash between

two or more platooning nodes occurred
13,3333%

Average number of communication
failures detected per test run

0,2353

Average number of corrupted
messages detected per test run

47

Average number of delivery
delays detected per test run

0,2674

Percentage of test time where communications
were performed under an acceptable level of latency

98,8889 %

Percentage of successful full
stops after a catastrophic failure

86,6667 %

Downtime percentage of any SW component 1,2069 %
Average response time for warnings 30,004 ms

Average response time for non warnings 35,302 ms

this architecture allows the initial development of a control model in a simulator over a ROS envi-

ronment and brings it to life in the robotic testbed in a comprehensive and continuous integration

effort. Thus, it integrates a true communications OBU (ETSI ITS-G5), enabling the field trial of

different communication scenarios in parallel with several cooperative control algorithms to eva-

luate its safety inter-dependencies better. Therefore, it is cheaper than any other deployment with

real-size autonomous vehicles, as the number of cars can easily be increased. Finally, it is highly

portable and can be easily deployed in a new indoor or outdoor environment in different track

configurations.

The CD-RoboCoPlat is a 1/10 scale cooperative driving robotic testbed platform to support the

deployment of different cooperative driving test scenarios in an indoor or outdoor environment.

The objective is to showcase a higher system integration while supporting validation in platforms

closer to an actual vehicle.

This platform enables the deduction of safety measures from tests in a controlled environment,

in multiple path configurations, and with the possibility to add new vehicles at a relatively low cost

compared with real cars. The current version of CD-RoboCoPlat with three cars (a leader and two

followers) is presented in Figure 5.29, and the main components of each one of the vehicles are

shown in table 5.4.

5.6.1 Testbed’s Architecture

Each vehicle of our testbed is based on the F1tenth vehicle architecture [212], an open-source

autonomous cyber-physical platform with some additional sensors. This high-performance au-

tonomous vehicle architecture was designed to short-circuit the access to autonomous driving

deployment and validation via an affordable vehicle solution with realistic dynamics, i.e., Acker-

mann steering and the ability to travel at high speeds, i.e., above 60 km/h. The car model used is a
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Figura 5.29: CD-RoboCoPlat

Tabela 5.4: CD-RoboCoplat Components

Components Manufacturer Model Reference

Traxxas RC Car Traxxas Traxxas Fiesta ST Rally [64]
Jetson Nvidia TX2 [140]
Teensy Teensy Teensy 3.2 [133]
Camera Stereolabs Zed Stereo camera [264]

IMU Sparkfun 9 DOF Razor [261]
Sonar Devantech SRF08 [238]

Range Finder Sharp GP2Y0A02YK0F [260]
OBU Cohda Cohda MK5 [48]

Figura 5.30: Hardware Architecture
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Traxxas Fiesta ST Rally, a 1/10 scale of a real car. The versatility of the RC model allows it to be

adjusted at will, creating a well-structured platform to test different scenarios.

Figura 5.31: Software Architecture

The CD-RoboCoPlat architecture is presented in Figure 5.30. This architecture is replicated

among all the vehicles, except for the first one, the leader. The leader also features a Lidar for ena-

bling improved SLAM capabilities. In this architecture, the central component is the Nvidia Jetson

TX2 [140], which is a fast, power-efficient embedded AI computing device. This 7.5-watt compu-

ting platform features a 256-core NVIDIA Pascal GPU, 8GB of DDR memory, and 59.7GB/s of

memory bandwidth. It has an eMMC 5.1 storage with 32 GB and a Dual-Core NVIDIA Denver

2 64-Bit CPU and also a Quad-Core ARM® Cortex® -A57 MPCore. This processing component

is responsible for computing all the data input, e.g., from sensors and OBU, and applying the de-

veloped algorithms. As this element does not provide a direct interface to the vehicle’s motor and

servo, we set up a Teensy 3.2 to convert the speed and steering angles of the vehicle into PWM’s

signals to actuate on the motor and servo, i.e., for speed control and direction. The communication

between the vehicles is by the Cohda Wireless MK5 OBU via an ethernet connection to the Jetson

TX2.

The operating system running on the Jetson TX2 is Linux Ubuntu 16.04.6 Xenial. The ROS-

based system implements the processing pipeline to execute the platooning algorithms by relying

on additional ROS packages such as Zed Python API, Vision OpenCV, and Razor IMU 9dof. The

zed python mechanism is responsible for providing camera image processing, which is later used

to enable visual odometry. This architecture is presented in Figure 5.31, where the SRC container

has the key nodes designed to control the movement of the vehicles. Serial Talker and Range

Finder nodes provide the communication with the peripherals. In contrast, the Car State node

collects the data from the sensors and computes the position of the vehicle. There is a specific

node that calculates the car’s angular speed, using the information provided by the IMU, Angular

Speed, and a node responsible for the platooning control of the vehicle, Platooning Controller, on

which we can implement different algorithms.
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The controller is one of the components of the software architecture presented in Figure 5.31.

As a multi-use testbed, the controller of CD-RoboCoPlat can be replaced by any other control

model in future works. The OBUs perform the communication between the vehicles. Each MK5

OBU in vehicles transmits data to other OBUs in a defined range through broadcast messages.

Figura 5.32: Odometry Error

5.6.2 Localization

Even that the integrated OBUs feature an embedded GPS module, the main objective was to

deploy the testbed in a controlled indoor environment without requiring external localization sour-

ces for the vehicle. Thus, to implement cooperative platooning, it was necessary to compute the

spatial position and orientation of the vehicles, as such information is passed to the follower vehi-

cle so that it can repeat the leader’s trajectory. Although the leader is fitted with a Hokuyo10LX

Lidar for improved performance, to keep the cost of the remaining vehicles low, we decided not

to implement Lidar on the follower vehicles. Instead, the current version of RoboCoPlat uses the

ZED stereo camera [264] visual odometry and an IMU [135] for detecting vehicle position and

speed. To increase the precision of the odometry, a fusion of the data provided by those sensors

was done using an Extended Kalman Filter (EKF). Several laps were carried out on an oval track

to assess the solution’s effectiveness. At the end of each lap, the vehicle’s current position was

compared with the position indicated by the ego vehicle. As expected, this error increases with the

number of laps if one relies only on visual odometry. The obtained results presented in figure 5.32

show a minor error of a few centimeters for this solution. This test was performed with a mean of

the obtained values of 10 tests of 5 laps each.
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Figura 5.33: Platoon’s path

5.6.3 System Validation

The overall cooperative platooning system is outlined and demonstrated in Figure 5.33. The

local leader travels in a designed way at a constant speed of 1.0 m/s, while continuously providing

to the followers, via the OBUs, relevant information such as linear and angular position, speed,

and steering angle as presented in Figure 3.3. The follower receives this information and uses it

to adjust its longitudinal and lateral motion, keeping a safe distance from the leader. The target

distance between the vehicles is set as 3.0m, with the initial space defined as 2.0m. The global

position of the cars is defined in terms of Cartesian coordinates that represent their latitude and

longitude.

The control system was set up to carry out synchronized distance and orientation adjustments

to analyze the system’s response and precision. It means that the follower vehicle follows its lea-

der by maintaining the target distance and applying the necessary lateral corrections to mimic the

behavior of the preceding vehicle in terms of orientation and speed. Figure 5.34a depicts the path

traveled by the leader and the follower (car2). It is possible to observe that the follower keeps a

distance from the leader, adjusting its position with an average error close to 0.5m. The distance

between them is defined as the Euclidian distance between the global position of the vehicles in

time t. The measured error is the difference between the desired and measured distances. This

graph demonstrates that the followers are fed with the leader’s information within acceptable la-

tency to perform the control action while keeping the safety distance, thus avoiding collisions. A

video with the full demonstration can be seen at https://youtu.be/I6xWyMSyKwM.

The leader also performs an “S” movement, and the follower can repeat the action with mi-

nor differences. For example, figure 5.34b presents the comparison between the leader and the

follower’s heading values. Here, it is possible to observe that the follower performed the orien-
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(a) Platoon’s Trajectory Comparison
(b) Comparison of the Leader and Follower’s Hea-
ding Values over time.

Figura 5.34: Trajectory and Heading comparison

tation adjustments roughly parallel with its leader vehicle due to the timed arrival of information.

However, this will be changed in future implementations so that corrections are made only when

the right leader position at which the data originated is reached.

5.7 Conclusions

This chapter presented CopaDrive, an integrated framework for developing safety-critical co-

operative driving applications. This framework uses ROS as an enabler and integrator of three

tools, CD-S, CD-HIL, and the CD-RoboCoPlat. Starting from a pure simulation environment, en-

compassing both communications and control perspectives of the application, CopaDrive moves

on into test and validation stages with increased integration of system components, culminating

on a robotic testbed. Most of all, the systems can be integrated, validated, and demonstrated.

By relying on ROS to integrate the different stages of CopaDrive, from the initial simulation to-

ols until the testbed implementations, we significantly increase the system’s modularity and reuse

the development effort from the previous stages towards an increasingly validated and integrated

approach.

Shortly, regarding CopaDrive, we hope to improve user friendliness by developing integrated

user interfaces that can ease the simulation setup and result retrieval, which is still not an automated

process. We also intend to apply this framework to the drone development and validation process

to validate similar cooperative systems, such as handover communication systems between drones

and control stations.

Meanwhile, we hope to mature the developed solutions further and ultimately test them in

actual vehicles, thus targeting the automotive sector OEMs as potential customers for the safety

solutions. To increase the maturity level, several steps will be taken. First of all, additional com-

munication channels will be considered for the cooperative functions. In addition, we will carry

out the inclusion of different monitoring variables in the CLW. Safety information can be improved
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with access to infrastructure information and by allowing other vehicles, apart from the platooning

vehicles, to receive the warnings and the infrastructure. Thus future work will collaborate with

road authorities and municipalities to develop and deploy pilots related to safety information in

urban areas, for example, by incorporating the CLW warnings into the Other Hazardous Location

Notification (OHLN) day 1 C-ITS service.

Certainly, CopaDrive will play a fundamental role in supporting such work by harnessing the

ROS middleware integration’s flexibility, modularity, and power.



Capítulo 6

An Integrated Look Ahead Controller

for Co-VP

This chapter presents the Look-Ahead PID controller for Co-VP systems, integrating the lon-

gitudinal and lateral controls of the platoon. Here we show how the controller was developed,

including the safety metrics adopted and how the platoon performance was improved based on

these metrics. We also present an adjustment of the vehicle’s lateral control, responsible for mini-

mizing the "cutting corner"effect in platooning implementations.

6.1 Introduction

The Co-VP controller integrates several control areas. For instance, the error amplification

and disturbance propagation in a platoon is studied in [21], where the authors analyze the problem

of controlling a string of vehicles moving in a straight line. This study shows that the disturbance

is propagated through the platoon, causing instability in the spacing error even with a constant

speed. Another critical challenge is managing the cutting corner problem [25], where the vehicles

have the same orientation but do not follow the leader’s trajectory. Thus, the Co-VP curve’s

performance is critical.

Interestingly, several Co-VP control models do not address lateral control, and those that do

ignore the advantage of relying upon V2X communications. The lateral controller is also known

as the heading controller. A compromise is found in work presented in [307] by proposing an

integrated longitudinal and lateral controller which integrates an on-board radar sensor with V2V

communication. In this case, the heading controller is performed by a path estimation algorithm

based on a linear time-varying model predictive control (LTV-MPC).

99
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Figura 6.1: Platooning View

In [156], the authors propose an integrated lateral and longitudinal controller using the prece-

ding vehicle acceleration, keeping the platooning safety with three main controllers. These con-

trollers are a feed-forward controller for the string stable longitudinal control, a Corrective cons-

traint controller, and an MPC controller for the lateral problem. However, the error propagation

through the platoon and the cutting corner problem is not addressed. A solution to it was proposed

in [26] with a Look Ahead Controller (LAC). The controller estimates a trajectory between each

leader trajectory point in this work. However, there is a lack of research focusing solely on V2V

communications to accomplish Co-VP control. This possibility is becoming increasingly scalable

and viable with the advent of 5G integrated communications. It can be helpful, particularly in

scenarios where vehicle sensors can become impaired and provide incorrect readings, providing

an extra layer of safety. In addition, relying upon V2V makes these applications more flexible and

cheap, as they are not so dependent on expensive vehicle sensors. However, to enable such an

approach, more research is needed to fully understand its potential and limitations, such as the im-

pact of the network Quality of Service (QoS) on the Co-VP safety and performance. Nevertheless,

to support such research, one needs to rely upon functional cooperative control models enabled by

V2V communications in the first place.

In this chapter, we propose a V2V-enabled Co-VP Look Ahead Controller (LAC) with low

complexity that can keep the platoon’s distance, alignment, and safety, reducing the impacts of the

errors through the platoon solving the cutting corner problem. Using a well-known base controller

as a PID reduces the system complexity, increasing the system implementation capability in real-

life scenarios. The main simulator view can be observed in Fig. 6.1. The main contributions

proposed in this chapter are: (1) The development of a longitudinal and lateral Co-VP controller

that relies only upon V2V communications; (2) Improvement of the lateral controller to solve the

cutting corner problem; (3) The development of a LAC strategy to increase the platoon’s stability

even with a large number of vehicles, reducing the disturbance propagation problem, presented

in [246]; and (4) a safety analysis of the Co-VP controller in a realistic scenario, with trajectory

changes of the leader and obstacle avoidance. All the scenarios rely upon a robotics simulator,

demonstrating that this controller and proposed mechanisms can be implemented in reality.
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Figura 6.2: Co-VP Model with PF-IFT

6.2 Problem Formulation

6.2.1 Control Model

We assume a platoon of n+1 vehicles under a ETSI ITS-G5 communication environment [84]

using a Predecessor-Follower IFT (PF-IFT) [150, 179], as presented in Fig. 6.2. To facilitate the

understanding of the formulation proposed here, the table 6.1 presents the main terms used and

their nomenclatures. Each vehicle is modeled as unicycle in a Cartesian coordinate system. The

vehicles in the platoon are referred to as subject vehicles and identified by SVi (where i ∈ {0 ≤ i ≤

n, i ∈ N}), with SV0 being the platoon leader. Each SVi can be both a local leader of SVi+1 and a

follower of SVi−1. The platoon’s model is exemplified in Fig. 6.3.

In this Co-VP model, each follower (SVi+1) decides their behavior based solely on the CAM

messages (mi,i+1(t)) received from SVi, transmitted upon activation of the kinematic triggers. Each

SVi+1 receive data from SVi, containing: the global position of SVi - (xi(t),yi(t)), speed (vi(t)),

acceleration (ai(t)), steering angle (αi(t)) and Heading (θi(t)). The SVi+1 should gather it’s own

orientation, position, speed, acceleration and steering angle from internal sensors.

The inter vehicles spacing methodology is the constant time-headway policy (CTHP) [57],

that uses the current speed of the vehicle to define the safety distance SD. In CTHP, the objective

Figura 6.3: Platoon Model Figura 6.4: Bearing Error
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range (dre f ) is dre f (t) = SD+Thvi(t), where is Th is the defined time headway (typically 0.5 and 2

seconds), and vi+1(t) is the followers speed.

Tabela 6.1: Definition Terms

Abreviation Meaning

i Vehicle Identification
SVi Subject Vehicle i

mi,i+1 Message from SVi to SVi+1

DSVi,SVi+1 Inter-Vehicles Distance
dre f Objective Distance
SD Safety Distance
eδ

i Distance Error
eθ

i Heading Error
bi Bearing Error
αi Steering Angle

beθ
i Lateral Error (with Bearing)

6.2.2 Metrics of Platoon Safety

Distance error (or Longitudinal Error) eδ
i : The platoon stability is defined as the spacing

error between the real and the desired inter-vehicle spacing [246]. The spacing error between SVi

and SVi+1 is defined simply as

eδ
i (t) = di,i+1(t)−dre f , (6.1)

where di,i+1(t) is the Euclidean distance between SVi(t) and SVi+1(t).

Stability: We consider the local platoon stability, described by the following transfer function

of the steady-state error:

H(s) = eδ
i+1/eδ

i , , (6.2)

based on the L2 norms. The platoon stability is guaranteed if ‖H(s))‖
∞
≤ 1 and h(t)> 0, where

h(t) is the impulse response corresponding to H(s) [341]. Alternatively, the string stability can be

defined as L∞, in order to to guarantee the absence of overshoot for a signal while it propagates

throughout the platoon. This performance metric is the same as characterized in [333], which

defines the worst case performance in the sense of measuring the peak magnitude of the spacing

distance between the vehicles, defining a global platoon stability.

Heading Error (or Lateral Error) eθ
i :

In the platooning application, the SVi+1 should perform the same path as the SVi, based only

on the received information (in the form of a message mi,i+1). In a longitudinal-only Co-VP

application, the controller of vehicle SVi+1 uses mi,i+1(t) to define and correct eδ
i+1(t).

However, if longitudinal and lateral control is considered, vehicle SVi+1 compares θi+1(t) with

θi(t−T0), where T0 is the time that SVi+1 takes to reach a similar position to SVi when mi,i+1(t−T0)
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was sent. This means that, as dre f (t)≥ SD, when SVi is in position (xi(t),yi(t)), SVi+1 is in position

(xi+1(t),yi+1(t)), with a speed of (vi+1(t)cos(θi+1(t)),vi+1(t)sin(θi+1(t))), the mi,i+1(t), sent by

SVi, will be received by SVi+1 in t+ζ , where ζ is the message delay between the sent and receiving

time. The information contained in mi,i+1(t) will be immediately used to calculate eδ
i+1(t), while

mi,i+1(t −T0) will be used to calculate the heading error (eθ
i+1(t)), defined as:

eθ
i+1(t) = θi(t −T0)−θi+1(t) (6.3)

The actuation time over the αi+1(t), caused by eθ
i (t), is responsible for the cutting corner error.

This effect is a consequence of the difference between (xi(t −T0),yi(t −T0)) and (xi+1(t),yi+1(t)).

So, this difference is responsible for a bad alignment between SVi and SVi+1, even with a eθ
i (t) = 0,

given that the follower can start to perform a curve at a different position, compared with the leader.

This bad alignment is called bearing error, Bi(t), and is illustrated in Fig. 6.4. The bearing error

rises from accumulated heading errors of SVi+1 while following SVi, particularly in curves, and

should be calculated when eθ
i (t) ≈ 0. In our work, we defined this threshold as 0.15rad. This

limit indicates that the desired SV position is ahead of the current SVi position, at a maximum

angle of up to 16◦. This value prevents Bearing performance from causing a correction beyond

the vehicle’s limits, causing instability in sharp turns. The Bearing error is defined as:

bi(t) = arctan(
xi − xi+1

yi − yi+1
). (6.4)

6.3 Controller Model

We divide the implemented control methods for the SV s into Longitudinal and Lateral control-

lers. Both were defined with a low complexity PID controller model. This chapter also proposes a

LAC that modifies both longitudinal and lateral controllers, increasing the platoon safety.

6.3.1 Longitudinal and Lateral Controllers

The longitudinal controller ensures the platoon’ safety, maintaining the inter distance between

SVi and SVi+1, adjusting vi+1. The main PID controller equation for SVi(t) is:

vi+1(t) = KP ∗ eδ
i+1(t)+KI ∗

∫

eδ
i+1(t)dt +KD ∗

∆eδ
i+1(t)

dt
, (6.5)

where KP, KI and KD denote respectively the Proportional, Integrative and Derivative gain cons-

tants. The full controller is presented in Fig. 6.5, where we assume that the time constant of the

actuator is much bigger than the time constant of the motor.

The lateral controller actuate over the vehicle’s heading. The main equation of the heading

PID controller is presented in eq. 6.6.

αi+1(t) = Kθ
P ∗beθ

i+1(t)+Kθ
I ∗

∫

beθ
i+1(t)dt +Kθ

D ∗
∆beθ

i+1(t)

dt
, (6.6)
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Figura 6.5: Longitudinal Controller Model

where Kθ
P , Kθ

I and Kθ
D denote the Proportional, Integrator, and Derivative gain constants of

the lateral controller, and αi+1 is the Steering Wheel Angle to be applied to the vehicle. Finally,

beθ
i+1(t) is defined in (6.7) and depends of the bearing adjust actuation.

beθ
i+1(t) =







eθ
i+1(t)+Bi+1(t), eθ

i+1(t)≤ 0.15

eθ
i+1(t), eθ

i+1(t)> 0.15
(6.7)

6.3.2 Look Ahead Controller - LAC

The PID controller is typically reactive, and thus, when facing an abrupt setpoint change, the

adjustment can saturate the actuator and cause oscillations or instability. In the Co-VP, this effect

is observed particularly after closed curves and in quick re-adjustments of speed with a cumulative

effect throughout the platoon. In many situations, this effect is reduced given the nature of the test

track, mainly when using only long straight roads with few curves. However, in a more realistic

scenario, the oscillations of the platooning can cause instability and decrease the system’s safety.

The proposed LAC adds an error information about SVi, i > 0 in the controller of SVi+1. This

information is transmitted to SVi+1 to reduce the disturbance propagation, allowing SVi+1 to com-

pare its position with SVi−1 position, keeping the main reference in the SVi. This approach also

avoids the need for the leader to send messages to all platoon cars, which allows the platoon to

have an increased size.

As demonstrated in [26], analyzing the platooning, the disadvantage of the common LAC is

that the SVi+1 lateral position is correct only in a straight line, compared with SVi. This disadvan-

tage leads the system to the cutting corner problem since there is no information about the leader’s

trajectory. There is also the increasing error provided by the difference between the current posi-

tion of SVi+1 and the desired position, provided by the path performed by SVi. Assuming that this

error exist, are greater then 0 and are denoted by eδ
i+1(t) and eθ

i+1(t), the error between the SVi and

SVi+2 increases in each curve. So, the proposed look ahead incorporates the difference between

the current position of SVi+1 and its desired position, increasing the correction to be performed by
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Figura 6.6: The LAC consider the difference between the current position of SVi−1 and the desired
position

SVi+2. The LAC reduces the difference between the path provided by the platoon’s leader and the

rest of the followers, as depicted in fig. 6.6. The new errors can be defined, ∀SVi, i > 1, as:

eδ
i+1(t) = eδ

i+1(t)+ eδ
i (t −T0) (6.8)

eθ
i+1(t) = eθ

i+1(t)+ eθ
i (t −T0) (6.9)

6.4 Simulation Environment

In this work, V2V communication is simulated using the ROS topics, as presented in Fig.

6.8, in a Linux Ubuntu 18.04.6 Bionic, with Gazebo 9.0 and ROS Melodic. The running PC has

a Intel® Core® i7-975H CPU, with 16 MB RAM memory and a NVIDIA Geforce GTX 1650.

Every vehicle in the platoon publishes its own information in the cari/TXNetwork in a frequency

of 33Hz - the maximum frequency proposed in [84]. The simulator full architecture was defined

in section 5.4.

Those topics are all republished by a ROS topic Network_Simulation in another topic called

cari/RXNetwork. So, the SVi subscribes to the respectively cari/RXNetwork topic and performs

the defined control actions. As the proposed V2V communication uses a broadcast model, every

vehicle receives all the data from other vehicles in the network but only uses the corresponding

SVi−1.
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Figura 6.7: City Circuit

6.5 Simulation Scenarios

To evaluate the proposed controllers, four scenarios were designed, with two circuits - an Oval

and a City circuit, presented in Fig. 6.7. Scenarios 01 and 02 present each controller feature,

namely the bearing controller and the LAC, comparing the platoon safety performance with and

without these controllers. Scenarios 03 and 04 present a more realistic situation in a city circuit

with and without obstacles. All the scenarios represent a full lap in the designed road, finishing

with a braking action by the platoon leader, without any crash, as visible in the video presented in

https://youtu.be/Gjpg-yV0tDc. The principal scenarios parameters are shown in table 6.2:

Figura 6.8: Simulation Architecture
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Tabela 6.2: Model Parameters

Parameters Definition

Vehicles 4 to 11
Max Steering 0.52 rad

Safety Distance (SD) 5.5 m
Time Headway (T_H) 0.5 s

Leader Speed 50 Km/h
Longitudinal: KP, KI , KD 2.0 , 0.005 , 2.0

Lateral: KP, KI , KD 2.5 , 0.001 , 1.0
Time between Messages 0.03 s

6.5.1 Scenario 01 - Bearing test

The first scenario was designed to test the bearing adjustment of the lateral controller in an oval

circuit. We performed a full lap with 4 SV s without the bearing controller. The vehicles’ paths in

each test are presented in Fig. 6.9. This figure illustrates that even with a similar trajectory, the

cars without the bearing controller do not follow the same path in some circuit parts. This error

occurs when eθ
i is near zero, even with the cars in the wrong alignment. The error is reduced in

the curvature sections but increases afterward.

With the Bearing controller correction, however, results are much better, and the path of SV s

is very close to the one performed by the leader. We can compare the average distance error

for SV3 in each test to evaluate this performance. Without the bearing controller, eδ
3 = 0.9863m,

while using the bearing controller, this error was reduced to eδ
3 = 0.4931m, that indicates 50.01%

improvement. These values are obtained from Fig. 6.10, where we compare the vehicle’s position

at the lap’s end. This figure shows that the heading of the first three vehicles have the same

longitude and differs only by the latitude, while eδ
i ≈ 0, in both tests. In this case, the bearing

controller is responsible for adjusting the platooning alignment, reducing the distance error at that

point.

Figura 6.9: Scenario 01 - Bearing Test

Control
Model

Car
Long.
(m)

Lat.
(m)

Head.
(rad)

Dist.
Error
(m)

Head.
Error
(rad)

Without
Bearing
Control

Leader 150.90 73.81 -1.57 0.00 0.00
SV1 150.86 76.20 -1.57 2.39 0.00
SV2 150.89 78.78 -1.58 2.58 0.01
SV3 150.94 81.34 -1.58 2.56 0.00

With
Bearing
Control

Leader 150.97 73.81 -1.57 0.00 0.00
SV1 150.86 73.94 -1.57 0.17 0.00
SV2 150.98 74.23 -1.56 0.32 0.01
SV3 150.95 74.66 -1.56 0.43 0.00

Figura 6.10: SVs Position with/without bearing
Controller
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Figura 6.11: Scenario 01 - Longitudinal align-
ment

Figura 6.12: Scenario 01 - Heading Alignment

To test the bearing adjust in a more complex condition, we started a five-vehicle platoon with

the same heading (eθ
i (t)=0) but with a wrong alignment. Figs. 6.11 and 6.12 illustrate the path

performed by the vehicles and the variation of eθ
i . This simulation shows the performance of the

bearing adjusted to align the vehicles in complex situations and demonstrates that this model may

be used in a joining’s platoon condition.

6.5.2 Scenario 02 - LAC

We carried out several laps with a nine-vehicle Co-VP without the LAC to evaluate the LAC

performance. Then, we rebuilt the test using the LAC with an eleven-vehicle platoon. Figure 6.13

compares the vehicle’s trajectory in both situations during one lap. Without the LAC, the SV s

could follow the leader, but with oscillations in the tail vehicles, namely in SV6, SV7, and SV8.

This oscillation is caused by the backpropagation of the leader’s trajectories adjustments, which

increases considerably with the number of vehicles in the platoon. The LAC, as depicted in fig.

Figura 6.13: Scenario 02 - Look Ahead Control-
ler (LAC)

Figura 6.14: Scenario 02 - Platooning curve per-
formance
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Figura 6.15: Scenario 03 - Platooning curve performance

6.13, deals with this problem, reducing the error propagation throughout the platoon and reducing

the oscillation in the vehicles’ trajectory. The LAC performance can be demonstrated considering

the average distance error (AV G(eδ
i )) in SV8. Without the LAC, AV G(eδ

8 ) = 1.523m, while using

LAC, this error is reduced to AV G(eδ
8 ) = 0.7079m. Another improvement provided by the LAC

implementation is the possibility to increase the platoon size, given that the AV G(eδ
10) = 1.207m,

also reducing the error from the last vehicle in the test without the LAC in 16%.

Compared to the leader, the last vehicles’ heading adjust test also demonstrates the improve-

ment provided by the LAC, as presented in Fig. 6.14, with a comparison between the SV8 in the

test without LAC and SV10 using the LAC. It shows that SV10 heading adjusts are more smooth and

have less oscillation in comparison with SV8.

6.5.3 Scenario 03 - Complex Circuit

The Co-VP is well defined and largely analysed in long straight roads, with easy or no cur-

vature. However, with harder curvature, more complex scenarios can cause oscillation and even

Figura 6.16: Scenario 03 - Vehicles Path
Figura 6.17: Scenario 03 - Vehicles inter Dis-
tances
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Figura 6.18: Scenario 04 - Vehicles Path
Figura 6.19: Scenario 04 - Vehicles Inter Dis-
tances

instability in many controllers, decreasing the platoon’s safety. Then, using the longitudinal, la-

teral, bearing, and LAC to analyze our controller, we performed several laps with a platoon with

eleven-vehicle Co-VP in the circuit of fig. 6.7, without obstacles. This circuit presents some inte-

resting challenges, namely the different direction curves, straight sections and a quite hard bend,

presented in Fig. 6.15.

The vehicle’s trajectory is presented in Fig. 6.16 and demonstrated in the video in

https://youtu.be/Gjpg-yV0tDc. All the SV s were able to closely copy the same path as of leader,

with just a small oscillation in curve 4. Figure 6.17 shows the average error between the desired

distance of SVi and SVi+1 during the lap. As this distance never gets close to the defined SD, the

platoon’s safety is guaranteed, thus avoiding any collisions between the vehicles. Fig. 6.17 also

demonstrates that the average error of the vehicle’s distances is close to zero, although it varies in

different situations, like curves. However, even with those changes, the errors are reduced after

the curves. In the selected scenario, the local stability of the platoon cannot be guaranteed by the

strict criteria proposed in 6.2, since eδ
4/eδ

3 > 1, for instance. However, the global stability of the

platoon can be guaranteed, since ∀eδ
i+1/eδ

1 < 1, for i > 1.

6.5.4 Scenario 04 - Obstacle Avoidance

To further push the limits of the Co-VP controller, in this last scenario we included a slalom

section. The leader uses sonars to avoid 14 vehicles distributed in the circuit, as presented in Fig.

6.7. The path carried out by the vehicles is depicted in Fig. 6.18, where the blue circles indicates

the track obstacles. Then, all the SV s closely followed the leader’s path, even with the many quick

shifts in orientation. A presentation of this scenario is given in https://youtu.be/4ysgAFnvWpI. In

Fig. 6.19, it is possible to observe that even with these imposed oscillations of the leader, the

mean of the distance errors of the platoon vehicles is close to zero. However, it is also possible to

observe that SV10 gets closer to SV9, since the distance error increases in the negative way. This

means that as the vehicles perform closed curves in sequence, the SVi+1 are getting closer tho the
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Figura 6.20: Scenario 04 - Obstacles Distances

SVi, decreasing the platoon’s safety. This occurs because the desired speed is constant. So, in a

sequence of turns in different directions, while the SVi linear speed decreases, SVi+1 linear speed

is bigger, reducing the distance between the vehicles.

Since the leader reduces its linear speed in curves 3 and 4, the platoon propagates this effect.

Even with this approximation, none of the vehicles have come near to the SD. It is also possible

to observe that the global platoon stability was guaranteed. This scenario also demonstrates the

importance of having the lateral controller working together with the bearing adjust mechanism,

in order to avoid collisions.

In this scenario, the platooning performance can be evaluated by the distance that the vehicles

pass from the obstacles. In this case, the safety distance to the obstacles was defined as 0.5m. The

minimal, maximum and average distance between the vehicles and the obstacles are show in Fig.

6.20. This one also demonstrates that the average distance between the vehicles in the platoon to

the obstacles is almost the same, which shows the algorithm’s efficiency and the vehicle’s ability

to follow the leader’s path.

6.6 Conclusions

In this chapter, we presented a V2V-enabled Look Ahead PID controller, together with a

method to reduce the disturbance propagation in the platoon. The proposed platooning controller

also implements a solution to solve the cutting corner problem, keeping the platooning alignment.

We evaluated the performance of these mechanisms over a robotics simulator, showing that this

low complexity V2V-enabled Co-VP controller can be effectively implemented and its maintains

its stability under several different and challenging scenarios.
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Capítulo 7

Improving the Performance of

Cooperative Platooning With Restricted

Message Trigger Thresholds

This chapter presents a study on the performance of the cooperative platoon from further

restriction of the triggers responsible for firing the CAM messages proposed in ETSI ITS-G5. By

increasing the safety of the platoon movement, through the reduction of lateral and longitudinal

errors, we prove the effectiveness of these triggers. We also show the impact of these changes on

the network, indicating that the number of triggered messages does not increase appreciably, and

thus can be used in real scenarios.

7.1 Introduction

In the absence of a dedicated communication protocol for sharing relevant platooning control

information, vehicles can rely solely on received CAMs for setting up a platoon. In such cases, the

CAM trigger thresholds play a fundamental role in keeping the platoon’s lateral and longitudinal

coherence and stability. In this chapter, we investigate the behavior of a platoon as we vary the

threshold values of the CAM triggers over a selected range (organized into five candidate service

profiles) in terms of efficiency and safety of the vehicles. Ultimately, from the five candidate

service profiles, we select the one that performs best for the particular application of platooning

and present it as the Platoon Service Profile (PSP) to be considered for integration into the stan-

dard. PSP improves the performance of the Co-VP lateral and longitudinal controllers in scenarios

with complex trajectories, such as a sequence of curves or while overtaking obstacles, reducing

the distance and heading errors and increasing the platoon’s stability. Finally, we evaluate the

network overhead incurred by this new profile in terms of throughput and inter-message delays.

In addition, the Packet Delivery Rate (PDR) under PSP is also evaluated, specifically in congested

113
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network conditions. These results extend previous work [192, 294] by carrying out an integrated

analysis of the control and networking perspective in four Co-VP scenarios.

The contributions of our work are the following:

1. We assess the impact of the standard event-based Service Profiles (SPs), in scenarios of

abrupt maneuvers (acceleration, deceleration) and sequential curves involving obstacle avoi-

dance, on the performance of the platoon’s stability (distance and heading errors). This was

done by relying on a high-fidelity analysis of Co-VP lateral and longitudinal dynamics over

a six-vehicle Co-VP over a realistic simulation framework called CopaDrive [101].

2. We identified a set of scenarios where standard settings provided decreased performance

and could compromise the platoon’s safety. Hence, we explore new Service Profiles that

can mitigate this problem with negligible implications to the standard. We assess these new

SPs and show that they increase the Co-VP overall safety, reducing lateral and longitudinal

errors in multiple scenarios.

3. The network performance was analyzed to evaluate the impact of a new profile in the occu-

pation of the channel. We demonstrate that the proposed PSP does not significantly increase

network usage even under a heavy traffic environment than the ETSI ITS-G5 profiles.

In this chapter, we will use the same platoon model and safety metrics presented in chapter 6.

7.2 Related Works

Communication Impact on Cooperative Platoon Performance: The impact of vehicular com-

munications on the performance of autonomous vehicle applications has been extensively stu-

died [65, 200, 148, 102], but not explicitly related to platooning applications. The works presen-

ted in [331, 330] analyze the performance of a cooperative platoon in a scenario of constant-time

headway, with a multiple predecessor-follower IFT and a multiple preceding and following IFT

including random packet losses. The authors determine the upper bound for communication de-

lay for longitudinal control to guarantee platoon stability. However, this work does not address

communication standards and the trigger conditions presented in realistic scenarios.

In [58], the authors investigate the impact of the packet loss ratio and time message delay in

the Co-VP controllers, considering DSRC and LTE C-V2X networks. This work assumes a fixed

inter-message delay and a packet loss model based on the Bernoulli distribution. The authors

observed that longitudinal and lateral errors increase with message delay and packet loss and

proposed a limit to both variables. However, the work does not investigate any scenario with both

network conditions. A similar strategy was applied in [273] to evaluate the impact of a deliberate

communication failure in one of the vehicles and the consequences on platooning stability. This

work used a simulated 14-vehicle platooning with WAVE communication with fixed time delays.

In contrast with the usual steady-state communication analysis, the time-varying performance

of IEEE 802.11p Co-VP communication is discussed in [312]. The authors consider the impact
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of a disturbance in the leader’s behavior and derive the time-dependent states of the followers.

Finally, the authors used the packet loss and the message delay as metrics, concluding that the

IEEE 802.11p can keep the platooning stability under a disturbance. However, this work considers

a leader-followers IFT, which reduces the number of sent messages. A similar evaluation was

performed in [192], using the ETSI ITS-G5 standard and the leader predecessor-followers IFT.

This work identifies the phenomena that decrease communication performance based on message

synchronization after sequential disturbances in Co-VP speed.

Trigger Thresholds for Message Transmission: The performance of the cooperative platoon

also depends on the message trigger strategy: time-triggered and event-triggered. Although the

ETSI ITS-G5 defines the event-triggered strategy as a standard, many implementations have been

performed with time-triggered strategies [244, 276, 196]. Time-triggered messages can increase

platoon safety if a high message frequency ratio is used, at the cost of increased packet collision

probability due to a crowded medium [59]. In turn, the event-trigger solution reduces the network

channel busy rate (CBR), enhancing vehicular network dissemination performances [148].

The event-triggered communication studied can be divided into two groups. The first group,

such as presented in [181], assumes that the V2V communication is fully reliable. The authors

of [181] developed a framework for event-triggered coordination of nonlinear vehicle dynamics

with general controllers and a lower limit inter-event time. The second group investigates the

impact of the network instabilities in event-triggered platooning [178]. In [20], an event-triggered

message control is defined for a Co-VP application with time-varying delay and sensor faults. The

event-triggering mechanism is a function of the present value of the sensor faults (and not the

parameters defined in the ITS-G5 standard). In [308], it is proposed a flexible event-triggering

strategy based on tunable parameters for each platooning vehicle, reducing the communication

burden.

An external observer is proposed in [324] creating a distributed and adaptive event-triggered

control mechanism based on the estimation of the leader state matrix. However, none of the

above studies leverages an active ITS communication standard, which distances their conclusions

from real deployment scenarios. An evaluation of the delay between messages in a cooperative

platoon is conducted with ETSI ITS-G5 in [296]. The authors compare message delay using the

ETSI event-triggered specifications against a fixed frequency of 10Hz. In both modes, the authors

consider a random transmission delay. The authors conclude that the platoon performance at fixed

frequency outperforms the one with the ITS-G5 standard, especially at higher speeds. However,

they do not address the CBR and its effects on the platoon.

We claim that event-triggered solutions can offer satisfactory platoon safety and efficient per-

formance while improving the medium capacity and reducing network congestion. The latter

aspect is relevant on account of co-existence: the platoon’s internal communications should not

become so intense as to degrade the communications of the other road users around the platoon.

While several works have studied event-triggered solutions, as far as we know, none have eva-

luated their performance under the ETSI ITS-G5 standard, particularly in a realistic approach,

which encompasses both control and kinematic properties of vehicles alongside the communica-
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Figura 7.1: ETSI ITS-G5 Stack

tion aspects. This work fulfills this gap by presenting an in-depth analysis of the ETSI ITS-G5

event-triggered message transmission and a microscopic evaluation of the platoon’s longitudinal

and lateral error under representative road scenarios.

7.3 Exploring Trigger Thresholds for CAM Messages

7.3.1 Current ETSI ITS Triggers

The ETSI ITS stack is described as a family of ETSI standards, with the key one being ETSI

EN 302.665 [73], as it describes the communication architecture. Fig. 7.1 (adapted from [95])

presents the protocol stack and reference architecture for ETSI ITS-S and lists the key standards

of the European ITS standard. The Cooperative Awareness Messages (CAMs), defined in ETSI

EN 302 637-2 [82], can be event-triggered or periodic. The CAM event-triggered mechanism

is kinematic-dependent: each vehicle generates new CAMs depending on updates of its current

position, speed, and heading [192]. In other words, an OBU adjusts the CAM message periodicity

accordingly to the vehicle’s dynamics. For example, it increases the frequency as it accelerates or

decelerates, at high speeds, or when performing abrupt maneuvers.

Then, when detecting a variation in any of the parameters, the sensors must inform the control-

ler so that it triggers a new CAM message. This action is critical in hard braking circumstances,

where acceleration decreases quickly, and the platoon must be informed to avoid a collision. The

same can be inferred in a quick change of direction, where the heading varies rapidly, and new

messages are fired. So, the followers can correct their trajectories smoothly, allowing the route to

be restored.

The CAM trigger threshold values are defined in [82]; for convenience, we refer to this set

of values as the Basic Service [Transmission Trigger] Profile (BSP), following the nomenclature

presented in chapter 5. The threshold values triggers are defined within an upper (Tmax) and lower

(Tmin) messages bound times and kinematics triggers to check eδ
i+1 and eθ

i+1 comparing SVi+1 data

with the received one from SVi. These rules are checked latest every 100ms, which is defined as

∆ =T_CheckCamGen, and are stated as follows:

- Maximum time (Tmax) interval between CAM generations: 1s;
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- Minimum time (Tmin) interval between CAM generations: 0.1s;

- Heading difference (τHead): absolute difference between current and last heading provided

in a CAM; a CAM is triggered if τHead > 4◦;

- Position difference (τPos): a CAM is triggered if τPos > 4m;

- Speed difference (τSpeed): a CAM is triggered if τSpeed > 0.5m/s;

The timing existent during CAMs generation and processing, follow a timeline with a set of

a couple of requirements defined at figure 7.2. In this figure, tA represents the acquisition time

from sensors, and tD is the processing time of the information. Finally, tC is the time between two

consecutive CAM messages. According to the ETSI specification, tA and tD should be smaller than

50ms.

Figura 7.2: Time requirements for CAM generation and CAM processing

Thus, in BSP, assuming a straight-line trajectory, with a vehicle traveling at 12 m/s, the τPos is

activated at 3 Hz. If this speed is increased up to 15 m/s, the CAM trigger frequency becomes 3.75

Hz, and if increased up to 20 m/s, it becomes 5 Hz. This adaptation of the messaging system to

vehicle conditions increases responsiveness to variations, although it also increases network traffic

as the number of messages increases. The reverse also happens, with the messaging frequency

decreasing with speed reduction and movement stabilization.

In [72], ETSI defines some ITS use cases, including a Co-VP situation, where it reduces Tmax

to 0.5ms. This use case is defined as BSP for platooning (BSP-P) in [294]. This change causes that,

in a straight line, a platoon member whose constant velocity is greater than or equal to 6.67m/s

will transmit a CAM by trigger τSpeed instead of Tmax, unless another trigger is detected. The ETSI

standard [82] also specifies that Tmax of a kinematic trigger assumes the value elapsed between the

last two CAMs (Tmax = tCAM), until one new trigger is fired or until three messages limited by the

new Tmax are sent. If all three messages are sent, and no trigger is activated, Tmax returns to the

original value defined in the communication profile.

7.3.2 Tentative Service Profiles

In related works, the performance of communication profiles specified in the ETSI ITS archi-

tecture has been evaluated in cooperative platooning conditions, typically following straight lines
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Tabela 7.1: Service Profiles

Profile BSP BSP-P SP1 SP2 SP3 SP4 SP5

Tmax (s) 1.0 0.5 1.0 1.0 1.0 1.0 1.0
Tmin (s) 0.1 0.1 0.1 0.1 0.1 0.1 0.1
τHead (◦) > 4 > 4 > 2 > 1 > 4 > 2 > 1
τPos (m) < 4 > 4 > 4 > 4 > 2 > 2 > 2
τSpeed

(m/s)
< 0.5

without obstacles. In such scenarios, platoon safety is evaluated solely on its ability to keep the

distance between vehicles as the leader changes its speed.

However, a natural condition to analyze the performance of the Co-VP application suggests

the presence of curves and obstacles on the track. Keeping speed constant, the trigger values

τHead and τPos must assume a more significant role in the controller response. Thus, we propose

the analysis of different trigger values than the ones proposed by ITS-G5, defining five Service

Profiles (SPs), as shown in Table 7.1. Considering that the value of τSpeed in the ETSI ITS is

already quite restrictive, we chose to analyze the impact of reducing the values of τHead and τPos

in these SP. So, initially, in SP1 and SP2, we reduced the τHead, respectively, to 2◦ and 1◦ to check

their influence over the heading error. Nevertheless, in SP3, SP4, and SP5, we changed τPos to 2m,

reducing the maximum speed for triggering by tmin from 40m/s to 20m/s. Thus, it is possible to

analyze the network congestion caused by this condition by the increased messages concerning

the expected increase in performance. For complete analysis, SP3, SP4, and SP5 mirror the values

of τHead from BSP, SP1, and SP2, respectively.

7.4 Evaluation of the Service Profiles

We use the CopaDrive framework [101], which integrates a 3D robotic simulator (Gazebo)

with an ETSI ITS stack provided by the Artery project [234], running on the network simulator

OMNET++. The communication between Gazebo and Artery is made through messages exchan-

ged under Robotic Operating System (ROS). Within a hybrid architecture between events and

real-time, OMNET++ waits for events generated in the Gazebo to perform the communication

between the vehicles. Thus, the kinematic events that trigger messages are performed in ROS/-

Gazebo and interpreted in OMNET++, which evaluates if the triggers should be activated and fire

new CAM messages. CopaDrive allows a realistic evaluation of the platoon behavior at a micros-

copic scale and accurate simulation of network events, thus enabling us to study the impact of

different trigger conditions in more complex settings.

The architecture of CopaDrive is presented in Fig. 5.5. Furthermore, the possibility of integra-

tion with a robotic testbed, as described in section 5.6 for future validation of the obtained data was

seen as an advantage in choosing the tool. As in previous chapters, CopaDrive operates in a Linux
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Figura 7.3: Track for Simulations

Ubuntu 18.04.6 Bionic, with Gazebo 9.0 and ROS Melodic. The PC running the simulations is an

Intel® Core® i7-975H CPU, with 16 GB RAM memory and a NVIDIA Geforce GTX 1650.

7.4.1 Evaluated Scenarios

We defined four scenarios involving different challenges to the platoon’s safety. In all simula-

tions, the vehicles carry out a trajectory on the track presented in Fig. 7.3. This is divided into four

sections to facilitate the discussion of the platoon performance: A (yellow), B (blue), C (red) and

D (black). In scenarios 1, 2, and 3, we consider a platoon composed of six autonomous vehicles

was used, the first being SV0, the platoon leader, and the last SV5. The leader performs its trajectory

in all scenarios by following a line drawn in the track and applying a line following the algorithm.

Each profile was evaluated using five complete tests, and the values presented are the average of

these measurements. These tests have statistically validated the results of the experiments since

the simulator shows only slight variations between each simulation performed.

Straight Line Scenario (Scenario 1) was developed to analyze the Co-VP performance while

the vehicles travel on a straight road, without obstacles. This scenario encompasses sections A

(yellow) and B (blue) of the track. In this scenario, the leader starts moving, increasing speed

from 0 m/s to 16 m/s, after which it maintains a constant speed for approximately 500m un-

til a complete break occurs. A video of the SC1 simulation of BSP and SP3 can be found at

https://youtu.be/TEiSW1XFLJg.

Multi-curve Scenario (Scenario 2) extends SC1 with four curves, as presented in

https://youtu.be/MCDcIEtaF8Y. It encompasses sections A, B, C, and D black of the track, with

the two closed curves. The leader accelerates in the same way as in SC1, running through a straight

line and performing three left curves and a sharp right curve. Then, it will run for 400m and then

stop altogether. This scenario evaluates the Co-VP capacity to follow the leader’s trajectory, in-

cluding sharp curves in 90◦ and one of 180◦. As long as the maximum vehicle steering angle is

|0.52|rad, the vehicles will perform the curves through several small movements, affecting the

system’s stability. In this case, the lateral error increases its importance since it will demonstrate
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Tabela 7.2: Model Parameters

Parameters Definition

Vehicles (Scen. 1 to 3) 6
Max steering angle 0.52 rad

Safety distance (DS) 5.5 m
Time headway (T H) 0.5 s

Leader speed 16 m/s
Longitudinal: KP, KI , KD 2.0 , 0.005 , 2.0

Lateral: KP, KI , KD 2.5 , 0.001 , 1.0

the followers’ ability to perform the same path as the leader. We can assume that the Co-VP speed

error performance is similar to the one presented in SC1 since the acceleration and deceleration

time is the same in both scenarios. However, as the trajectory diverges and the path is different,

the eδ
5 tends to increase.

Obstacle Scenario (Scenario 3) adds five static obstacles on the track, represented by pickups.

This scenario encompasses sections A, B, and C of the track. Such obstacles are placed on different

sides of the track, as shown in Fig. 7.3, and their function is to force the platoon leader and

his followers to perform a slalom maneuver. Thus, the vehicles must perform maneuvers with

minimum error to avoid collisions with each other and with obstacles, receiving as information

only the data from the SVi−1. Thus, the leader follows the same acceleration profile presented in

SC1 and SC2, reaching the desired speed, maintaining a constant speed to avoid obstacles, and

aligning himself again to perform the curves indicated in the red color path, performing complete

braking at the end of this excerpt. This scenario is presented in https://youtu.be/F3zGpP2XBBU.

High Medium Occupation (Scenario 4) encompasses sections A, B, and C of the track.

Scenario 4 repeated the SC3 trajectory but increased the vehicle’s number from 10 to 100 to

evaluate the network congestion due to the proposed profiles. In a congested network, it is common

for messages not to be delivered or to be delivered late. Therefore, it negatively impacts the

performance of the platoon, leading to unsafe situations. Furthermore, the followers may collide

and fail to correctly follow the leader’s trajectory by not receiving the messages in time. Thus,

even with restricted triggers, their information does not reach the destination in time to cause the

correct safety action.

The main scenario, kinematic and control parameters enforced are presented in Table 7.2:

7.4.2 Metrics

As Co-VP errors propagate and accumulate from the first to the last follower, we focus our

discussion on the performance of the subject vehicle SV5. It is important to note that the triggers

are analyzed individually car-by-car. Thus, there is a difference in the subsequent processing of

the CAMs triggering in each platoon’s vehicle. Due to this option, the effects of synchronization

analyzed in [192] are practically mitigated due to the decoupling between vehicles. On the other

hand, this effect makes the reaction times of each vehicle slightly different and consequently more
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Profile τHead τPos τSpeed Tmax Total

BSP 435 79 292 508 1314
BSP-P 652 47 239 538 1476

SP1 621 64 285 400 1370
SP2 775 60 270 382 1487
SP3 16 639 253 390 1298
SP4 22 644 253 389 1308
SP5 19 650 245 391 1305

Figura 7.7: SC1 - Total Triggers per Profile
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complex to be analyzed. Finally, we analyze the error between SVi+1 and SVi or between SVi+1 and

SV0. The different trigger conditions happen because, although slight, there are variations in the

trajectory of SV0 in each simulation, which affect the movements and activation of their followers’

triggers. In each scenario, the behavior of the network was analyzed in terms of throughput, num-

ber of sent messages, and inter-message delay (IMD). The throughput is defined as presented in

eq. 7.1.

T hroughput =
ReceivedMessages∗MessageSize

time∗BitRate
(7.1)

7.4.3 Straight Line Scenario - SC1

Platoon Safety: Fig. 7.4 presents the quartiles of the speed error for SV5 throughout Scenario

1. The median speed error is close to zero in all profiles, while maximum velocity errors approach

2.0m/s. The distance error of SV5, eδ
5 , is depicted in Fig. 7.5. We observe that the median of the

distance errors tends to be under-estimate (the vehicle is farther than the estimate). 50% of BSP

errors fall in a limited range (−0.1 to 0m), but the profile also overestimates the most. This justifies

the introduction of BSP-P, in which the behavior is inverted: distances tend to be underestimated.

SP1 to SP5 also tend to underestimate distances and have an inferior range of occurrence of error

w.r.t. BSP-P, with SP3 having the smallest range (−0.4 to 0m). Finally Fig. 7.6 presents the

local stability condition for all SPs, demonstrating that the platoon stability is guaranteed since

L∞(e
δ
5 ) < max4

1(L∞(e
δ
i )). These results show that the new profiles do not degrade performance

regarding the established profiles (BSP/-P) but even improve it as SP3, SP4, and SP5 reduce eδ
5 in

28% (Fig. 7.5), as a consequence of the reduction of τPos in these specific profiles.

Network Performance: The inter-message delay (IMD) is shown in Fig. 7.8 for SV0 (top) and

SV5 (bottom). The IMD of SV0 at the start of the trajectory is small for all profiles since it is the

speed difference threshold τSpeed that triggers the CAMs. After 5s, when the speed stabilizes, the

profiles with higher values of τPos trigger messages with low frequencies. This behavior indicates

that the leader occupies less transmission medium in the BSP, BSP-P, SP1, and SP2. However,

the bottom of the figure shows that the IMD of SV5 is nearly the same for all the profiles. This

similarity confirms that all the profiles for this vehicle’s quantities produce a similar network load.

Fig. 7.9 shows the vehicle’s throughput, calculated with eq. 7.1, with a bit rate of 6Mbps [82].

This figure demonstrates that the throughput variation between all profiles does not reach 0.01%

of the channel capacity, showing that the better performance of CSP3, CSP4, and CSP5 does not

imply considerable overhead in network usage.

Discussion: As followers diverge from the leader, they transmit messages at higher rates while

correcting their trajectories in profiles with higher errors (BSP, BSP-P, SP1, and SP2). In profiles

with a more conservative τPos, more messages are fired due to the values of eδ
i . The cost of sending

more messages caused by the tighter trigger values on SP3, SP4, and SP5 is offset by the number

of sent messages by other profiles. The last column of Fig. 7.7 illustrates this cost, in which

the best performing profile (SP3) had 1% fewer messages than the worst performing one (BSP).
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Figura 7.10: SC2 - SV5 Distance Error (eδ
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Figura 7.11: SC2 - Co-VP Stability Check
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Figura 7.12: SC2 - SV5 Heading Error (eθ
5 )
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Figura 7.13: SC2 - SV5 Trajectory Comparison

Figura 7.14: SC2 - Message Profile Delay
Analysis

Profile τHead τPos τSpeed Tmax Total

BSP 2372 109 254 1011 3746
BSP-P 2435 95 139 1151 3820

SP1 2506 161 267 677 3611
SP2 2914 98 280 505 3797
SP3 1527 957 241 917 3642
SP4 1773 848 232 846 3699
SP5 2055 788 232 659 3734

Figura 7.15: SC2 - Total Triggers per Profile

Furthermore, the minor distance error profiles had the slightest trajectory corrections caused by

τHead. The full set of triggers in each scenario is presented in Table 7.3.
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Figura 7.16: SC3 - SV5 Distance Error (eδ
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Figura 7.17: SC3 - Co-VP Stability Check
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Figura 7.18: SC3 - SV5 Trajectory Comparison
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Figura 7.19: SC3 - SV5 Heading Error (eθ
5 )

7.4.4 Multi-Curve Scenario - SC2

Platoon Safety: Fig. 7.10 shows distance error eδ
5 ; as this scenario is more complex than

scenario 1, the error tends to increases along the trajectory. This error is a consequence of the

Euclidean distance used to calculate di,i+1(t) since it is affected by the lateral deviation of the

vehicles. Due to this, the distance error eδ
i tends to increase on curves in order to reduce the eθ

i ,

avoiding the cutting-corner effect. It demonstrates that the maximum variation of the distance

error eδ
5 has a 25% reduction with SP1 in comparison with BSP and about 70% with SP3. The

SP3 also outperforms the BSP-P in ≈ 15%. It means that the reducing τPos has a larger influence

on the distance adjustment of the platoon members than τHead, given that SP3 outperforms SP4

and SP5. In this scenario, BSP end up overestimating eδ
5 , while SP1 underestimates it. Thus, it is

possible to observe that the platoon’s performance is improved with SP3 since this profile presents

the slightest variation (−0.5 to 0.6m), still having the average value very close to zero. It is also

interesting to notice that in the SP1 and SP2 profiles, the more restrictive value of τHead, without

the reduction of τPos, causes a slight downward shift in the average of eδ
5 , due to the corrections

triggered not by position, but by the heading variation.
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Figura 7.20: SC3 - Message Profile Delay
Analysis

Profile τHead τPos τSpeed Tmax Total

BSP 1623 79 294 676 2672
BSP-P 1745 64 271 758 2838

SP1 1876 74 258 509 2717
SP2 2085 60 240 414 2799
SP3 1419 445 253 653 2770
SP4 1633 395 248 532 2808
SP5 1805 409 249 488 2951

Figura 7.21: SC3 - Total Triggers per Profile

The Co-VP performance regarding the distance error is confirmed in the stability check, illus-

trated in Fig. 7.11. All the profiles satisfy the local stability criteria, and the overall distance error

of SP3 for all vehicles is smaller than the other profiles.

In scenario 2, a well-performed trajectory implies a small heading error eθ
i , which indicates

how well followers perform curves concerning the leader. Fig. 7.13 shows that the leader and

vehicle SV5 perform a similar path in all profiles, apart from minor oscillations after the first and

the last curves. These oscillations can be better visualized in Fig. 7.12; the worst heading error

of SV5, eθ
5 , is near to 0.4rad with BSP/-P. Again, the best performance is obtained with SP3 since

its application reduced the maximum value of eθ
5 in ≈ 50%, to 0.2rad, even with complex curves,

also decreasing the total variation between extreme error values.

Fig. 7.12 also demonstrates that exclusively reducing τHead leads to a better heading error eθ
5

performance, as SP1 and SP2 lowered it in ≈ 38% in comparison with BSP/-P. The analysis of the

maximum of eθ
5 in SP4 and SP5 indicates that the impact of reducing τPos is greater than reducing

τHead in the proposed profiles.

The impact on the number of transmitted messages relating to the threshold values of the

heading difference τHead and position difference τPos in SC2 can be observed in Fig. 7.15. The

threshold of parameter τHead is the most activated due to the numerous trajectory adjustments of

followers to execute the scenario’s curves. Under SP3, the combination of a reduced τPos with the

standard τHead produces the best general Co-VP performance, reducing distance and lateral errors

(eδ
5 and eθ

5 ). These results confirm that reducing τPos reduces the longitudinal and lateral errors,

as observed in SC1 and SC2. Furthermore, under these conditions, the SP3 reduction improves

the BSP-P performance both in eδ
5 and eθ

i , also reducing the number of sent messages. Reducing

τHead also does so, although to an inferior extent.

Network Performance: The inter-message delay (IMD) is shown in Fig. 7.14 for SV0 (top)

and SV5 (bottom). As SC2 is an extension of SC1, the first interval between 0− 25s presents a

similar behavior. However, after the first curve, at the end of the blue section and the beginning

of the red section, we observe in vehicle SV0 a few periods of high-frequency/slight inter-message
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Figura 7.23: SC2 - Sent Messages per Vehicle
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delay. These high-frequency periods are caused by the path’s curves and occur in all profiles. After

this occurrence, the less restrictive profiles return to a lower message transmission frequency, as

expected.

Nevertheless, the message delay of SV5 presents a low IMD in all profiles, from the beginning

to the end of SC2, due to the vehicle’s trajectories adjustments. As in scenario 1, the propagation

of control information hop-by-hop, from SV1 to SV5, leads to SV5 constantly requiring more abrupt

adjustments, hence the increased transmission frequency. Fig. 7.15 illustrates that all profiles have

transmitted a similar number of packets at the end of SC2 as in SC1.

Discussion: Overall, we observe that SP3 has the best performance in the control metrics, with

a saving of transmitted messages, with a reduced τPos. This performance supports our claim that,

by altering the message trigger thresholds (τPos and τHead)to become more sensitive, the platoon

safety performance is improved without burdening the network, reducing the errors eδ
i and eθ

i .

7.4.5 Obstacle Scenario - SC3

Platoon Safety:
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The distance error eδ
5 , presented in Fig. 7.16, shows that BSP has a similar performance regar-

ding the maximum error variation as in SC2, ≈ 3.5m, indicating that the obstacles cause little or

no difference in both scenarios for this profile. However, as in SC1 and SC2, the proposed profiles

and the BSP-P present a better eδ
5 performance, reducing the error variation to ≈ 2.0m, albeit at a

more significant error than in SC2. This result is expected since obstacles negatively impact the

longitudinal platoon performance.

Even under these conditions, the platoon local stability is granted in all the proposed profiles,

as depicted in Fig. 7.17, albeit with larger errors than the presented in SC1 and SC2. However, the

BSP fails to provide Co-VP stability in SC3, since ‖H(s))‖
∞
> 1.

As in SC2, the Co-VP performance in SC3 regards the follower’s capacity to perform the same

trajectory as the leader, with smaller eθ
i as possible. So, the SV5 trajectory in all profiles is pre-

sented in Fig. 7.18 and confirms that all followers avoid the obstacles. However, the accumulated

error of the SV5 trajectory limits the ability of the platoon to perform the second curve (in the red

road area) in the same trajectory as the platoon Leader. In this scenario, the BSP-P has more signi-

ficant oscillation, while the SP1 suffers from the cutting-corner effect. As the eδ
i tends to increase

over the curves to reduce the eθ
i , this effect explains why the SP1 has a slightly better result than

the other profiles, as presented in Fig. 7.16.

The slalom maneuver performed in this scenario relies on several curves produced by the

leader’s trajectory. So, the τHead have a direct impact over the in Co-VP heading error (eθ
i ), as

illustrated in Fig. 7.19, while the influence of τPos to eθ
i is reduced, due to the required adjustments,

given curves proximity. This figure demonstrates that the SP2 and SP5, with more restricted τHead

values, have a better eθ
5 performance, presenting an improvement of 45% in comparison with the

BSP/-P. The SP3 also outperforms the ETSI triggers performance in 26%.

Network Performance: The IMD is directly affected by the slalom maneuver, which triggers

message transmissions at high frequency in all profiles, as visible in Fig. 7.20. As in SC1 and

SC2, the period between 0−10s has similar behaviors, with two well-defined levels, for the BSP,

BSP-P, SP1, and SP2, and others for SP3 and SP4, and SP5. However, when the SV0 starts the

object avoidance algorithm, the IMD is directly affected, being reduced for the profile Tmin. This

occurrence indicates where SV0 avoids the obstacles and when it returns to a straight trajectory

before performing the two curves and finally stops at the end of the scenario. As expected, the

load on the network caused by SV0 is slightly smaller in BSP, SP1, and SP2, while the BSP-P has

the biggest number of triggered messages. However, as in previous scenarios, this behavior does

not correspond to the other platoon vehicles. The bottom figure highlight that the network load

caused by SV5 is the same for all the profiles due to the constant adjustments. However, in this

scenario, the restricted τHead produces a network overhead, as presented in Fig. 7.9 and confirmed

in Fig. 7.21. Thus, SP5 implies a 10% overhead over sent messages and about 0.005% over the

network capacity.

Discussion In this scenario, the impact of the τHead restriction becomes more evident since

the leader’s slalom to avoid obstacles forces the other vehicles to make quick turns to correct their

route. While the standard profiles in ETSI ITS G5 present a similar performance in scenarios 1 and
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2, the proposed profiles still produce better performance, with lower distance and heading errors.

Even the reduction of Tmax in BSP-P does not reduce the eθ
i as the proposed profiles. However, this

scenario presents an overhead of profiles with a more restricted τHead, affecting a more crowded

network scenario.

The comparison between the SPs standardized by ETSI and those presented here takes into

account not only the reduction of eδ
i and eθ

i but also their impact on the network. The analysis of

the SC1, SC2, and SC3 results shows that SP1-5 reduces errors compared to BSP in all scenarios

and also outperforms BSP-P to a lesser extent in reducing eδ
i and with great advantage in reducing

eθ
5 . The comparison of the cost of the higher constraint triggers can be seen in the Figures 7.7,

7.15, and 7.21, and also reinforced with the Figs. 7.22, 7.23, and 7.24, which illustrate the amount

of messages sent by each vehicle in each scenario in each profile tested. These figures show that

the evaluated profiles do not increase the number of messages sent by each car and show that BSP,

even in simpler scenarios, tends to send more messages to obtain a performance inferior to SP3,

for example.

7.4.6 Network Performance - SC4

The results on network performance presented for Scenarios 1, 2, and 3 showed that proposed

SPs have a residual impact on the number of transmitted messages compared to ETSI profiles. In

Scenario 4, we extend SC3, the best performing SP, by increasing the number of communicating

vehicles to simulate high-density vehicle occupation conditions and, accordingly, high occupation

of the wireless medium. For simplicity, additional ’virtual’ vehicles were simulated as if they were

in the same position as the leader. This setup, while very pessimistic, allows us to study perfor-

mance in almost worst-case conditions: when the leader fires a message, the ’virtual’ vehicles also

send it, inducing an extensive medium usage at that instant. Tests were run with 10, 20, 40, 60,

80, and 100 cars. In SC4, our analysis is limited to Packet Delivery Rate (PDR) related to the

increasing number of vehicles.

Fig. 7.25 shows PDR for each proposed profile as the number of vehicles increases. We

assume that a better PDR leads to better Co-VP performance since more messages are delivered

to the followers. However, in this paper, we will not address the PDR’s decreasing impact on

the platooning performance, but just the analysis of how the PDR falls with the rising number of

vehicles in each profile.

Beginning with 10 vehicles, PDR is close to 100% in all profiles, from BSP to SP5, meaning

that we can believe that the performance obtained in SC1, SC2, and SC3 should be maintained.

Meanwhile, for 20 cars, the variation between the best and the worst PDR is 4%. Thus, under

these conditions, the SP5 PDR is ≈ 99% while the BSP PDR is nearly 95%. On the other hand,

SP1, SP2, and SP3 PDRs remain around 97%, and SP4 and BSP-P deal with 96%. Therefore, the

decreasing PDR should not have a high impact on the Co-VP performance in these conditions.

This analysis also shows that the more significant restriction of τHead and τPos does not severely

impact the number of packets since the drop in the PDR is directly related to the increase in

collisions.
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The best PDR response decays to 94% in SP5 while increasing the number of vehicles to 40.

On the other hand, the worst PDR response is obtained from the SP1, with 94%. SP3 and SP4

have a similar PDR response as SP5, while BSP, BSP-P, and SP2 have a PDR near 87%.

As expected, when the number of vehicles increases up to 60, the PDR response decreases in

all the profiles. However, the best PDR response is obtained in SP2, with 82%, while SP5 decays

to 80%. BSP, BSP-P, and SP4 have a PDR of 75%. The SP3 and SP1 have the worst PDR result,

close to 69%. Finally, raising the car quantity to 80 and 100 leads the PDR response to under 70%

in all the profiles, which indicates a communication link that may cause safety concerns [17].

Discussion The analysis of the PDR chart in Fig. 7.25 confirms that the profiles proposed

with the restriction of τPos and τHead do not cause more network congestion than the ETSI profiles.

Furthermore, although their PDR also declines with the increase in network congestion, their

performance in SC1, SC2, and SC3 scenarios proves that this is an option that tends to increase

the safety of the platoon by reducing errors eδ
i and eθ

i .

Considering the proposed scenarios and the results presented, we reinforce the thesis that a

greater restriction of the ITS-G5 τPos and τHead triggers positively impacts platooning performance

without causing overhead on the communications network. Thus, in adverse conditions, such

as obstacles and curves, the SP1-5 profiles present better performance than those established by

ETSI. Moreover, among the profiles presented, it was possible to observe that the SP3 profile

represents the best cost-benefit, as it reduces the errors eδ
5 and eθ

5 in all scenarios, without providing

overhead concerning the profiles proposed by ETSI. The PDR response of SP3 also indicates this

profile’s applicability regarding the proposed conditions, with reduced errors and similar network

performance compared with other profiles. So, for an up-limited scenario of 40 vehicles, the

94% PDR suits as an acceptable compromise for a Co-VP application, but further investigation is

necessary to evaluate the platoon safety condition under more congested scenarios.

Thus, based on the results obtained, we propose the implementation of the Platoon Service

Profile (PSP), based on SP3, with a more restricted τPos, aiming to increase the platoon’s perfor-

mance, reducing longitudinal and lateral errors. This profile showed an improvement in eδ
5 of 74%

on SC2 and 44% on SC3 compared to BSP/-P. Also, improved eθ
5 by 42% on SC2 and 50% on

SC3 over the same profiles, without increasing overhead. As the scenario proposed in SC3 can be

considered extreme, due to the presence of the "slalom", this profile would successfully meet the

needs of Co-VP systems in a diversity of scenarios not covered by the ETSI BSP/-P.

7.5 Conclusions

This work presented five new Service Profiles, using different message threshold values over

triggers τHead and τPos, compared to the BSP and BSP-P profiles proposed in the ETSI specifi-

cations. The performance observed in the studied scenarios shows that the proposed adjustments

in τHead and τPos positively impact the Co-VP safety performance, reducing both longitudinal and

lateral errors.
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In SC1 and SC2, SP3 presented the best results, with τPos adjusted, while in SC3, the best

lateral error was achieved with the τHead adjustment. Thus, the integrated analysis of all scenarios

showed that the joint reduction of the triggers τHead and τPos did not necessarily show the best

result in all scenarios in lateral and longitudinal terms. The different results are affected by trig-

gering conditions that cause different adjustments and corrections in the platoon, often increasing

longitudinal errors to correct lateral errors.

Furthermore, the need for corrections arising from errors accumulated throughout the platoon

and the activated triggers also implied an increase in network load. Thus, it was observed that the

use of more restricted triggers did not significantly increase the load on the network since these

triggers implied fewer corrections and, consequently, fewer messages sent. Such observation is

extended to a scenario of an increase in the number of vehicles, where less restricted triggers do

not represent a significant gain in terms of network performance, burdening it in a very similar

way in all profiles.

We conclude that reducing the value of τPos proposed by the ETSI ITS standard can increase

the safety conditions of the platoon in complex scenarios involving curves and even with the

presence of obstacles. So, we propose a Platoon Sevice Profile (PSP) based on the τPos reduction

from 4m to 2m. Furthermore, it should also be noted that the reduction of τHead in very close

obstacle scenarios also improves the lateral error, ensuring system safety.

In future work, we will investigate the impact of the drop in PDR with the increase of vehicles

on the safety conditions of the platoon. This scenario also suggests the possibility of validating a

flexible trigger profile based on road conditions.
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Capítulo 8

CopaDrive Extensions

This chapter presents two CopaDrive extensions. First, using the described software fra-

mework, we use minor variations of the same simulator to develop an interactive tool for the

study of control, to be used in classrooms, promoting active study. And, having the integration of

ROS with OMNET++ as a base, CopaDrive was extended to validate the DSME MAC of IEEE

802.15.4 as an intra-vehicle communication network to minimize accidents.

8.1 Introduction

Scientific research should not be seen as an end in itself but rather as a bridge and a basis

for discoveries to be made and built upon. In this way, a series of tools serve as an intellectual

framework for other research to emerge, allowing knowledge to expand to other frontiers. The

very construction of CopaDrive, presented here, emerges from the efforts of other researchers

who created the bases and models that were later used here.

Thus, given the flexibility of CopaDrive provided by ROS, it can be used in different contexts,

expanding its capacity for integration and applicability in different contexts of systems engineering

and validation. Thus, although it was initially created in the context of the European SafeCOP

project [242], it has been used in other projects, aiming to validate algorithms and models to

increase Co-CPS applications’ safety. Some examples of these projects where CopaDrive has

been used are ADACORSA [6], FLOYD [46], and INSECTT [134].

Seeking to show this flexibility, we present two variations of CopaDrive, applied to different

contexts. Initially, we redesigned the platoon leader vehicle application for its application as a tool

to teach control techniques to engineering students. Based on this variation, it is possible to study

control models and apply them to bring the theory learned in the classroom closer to the practice of

moving the vehicle over a circuit. Next, we present how the ROS/OMNET++ integration could be

modified to validate an intra-vehicle network based on the IEEE 802.15.4 standard to increase the

safety of parking and obstacle detection applications and emergency action-taking. In all cases,

133
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the control models can be interchanged between applications, minimizing the tool’s learning curve

and allowing the user to focus on the technology being validated.

8.2 RosDrive: An Open-source ROS-Based Vehicular Simulator for

STEM Control Systems Classes Tutorial

Control system techniques are one of the most significant challenges in several engineering

courses. Since it requires extensive mathematical background, a theoretical load is quite extensive,

requiring effort to learn by students and teachers. Moreover, there is still an inherent difficulty in

transporting the studied theory to practice, making it challenging to retain learning [30]. Thus,

alternative teaching techniques [198] can facilitate knowledge production and construction of the

skills expected by the agents involved. In addition, [138] concludes in their work that the student’s

perception of applicability and the ability to construct different solutions is a motivator for the

search for more knowledge.

This line of education development puts the student as a producer of dynamic and practical

knowledge. It should be encouraged to take an active and autonomous attitude and not necessarily

follow pre-established models [201]. So, the student can go further and propose new solutions

to existing problems and even create different issues. Active student engagement in the learning

process also helps to keep the motivation to research and learn [250], using Active Learning te-

chniques. Thus, integrating different areas of knowledge, experimentation, and implementation

allows the student to retain more excellent expertise and develop new skills. This integration of

knowledge is called STEM - Science, Technology, Engineering, and Mathematics [315].

A standard solution in many universities is using pre-defined laboratory sessions, using com-

mercial kits such as [305, 189, 88]. Although such solutions are attractive, efficient, and robust,

they are often expensive and not flexible for experimenting and developing different solutions. Ne-

vertheless, using Arduino development kits has shown promising results as a learning tool [108].

This study suggests the development of kits that can be used throughout the semesters, gradually

increasing the project’s difficulty [38] and even in specific dynamics and control systems projects

[214].

In the same line of knowledge integration, other low-cost projects have been developed and

implemented, giving students greater flexibility in experimenting with techniques and knowledge.

For example, in [114], the authors proposed an educational line-following robot based on Arduino,

allowing the implementation of low-level control techniques. A similar application is presented

in [247], suggesting an even lower cost robot with less flexibility. The increased complexity

of possible control algorithms is achieved on other platforms, such as those seen in [51, 172].

However, such applications imply a significant increase in project costs. Thus, although Arduino-

based solutions integrate the theoretical model and practice regarding control aspects, they present

a limitation regarding the complexity of the algorithms, given the restriction of processing capacity

and design flexibility, due to the need to purchase different sensors.
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A solution that combines a low-cost implementation with flexibility and allows knowledge

retention through experimentation and active learning is based on realistic open-source simula-

tors. In STEM, a simulator represents a crucial stage of development and education, reducing the

time to produce prototypes. Thus, emulating a real scenario with physical interactions allows the

development of safety tests in different environments and situations. As a result, it is possible to

experiment with techniques, analyze results and propose solutions flexibly, with great speed and

less cost.

The work done in [263] presents some of these tools, comparing simulators such as Webots

[206], Gazebo, and ROS [216], using criteria such as supported operating systems, programming

languages, documentation, tutorials, among others. Others have been developed over time, such

as presented in [268], where a virtual laboratory is designed so that students can experiment with

models of line-following robots for competitions. However, such a simulator does not allow the

3D visualization of the models, allowing only the testing of the proposed algorithms. Another

interesting simulator is proposed in [60], which presents CARLA, an open-source simulator aimed

at autonomous-driving research in this work. It is a very realistic simulator with many items,

with several physical interactions between the components. However, despite being an extensible

platform for new developments, its vehicle control methods are limited to artificial intelligence

learning models without control models.

The authors of [286] present a simulator that uses a competition model to teach robotics based

on ROS. An autonomous robot capable of traveling a path is used in this simulator, following

directions on the track. Such a simulator showed promising results when crossing the designated

paths but presented the limitation of not using a realistic vehicle model or even different control

models. It has also been used in competition simulation, which increases students’ comprehension

and stimulates self-learning [117, 229].

Figura 8.1: General Simulator Architecture

Seeking to use the advantages of a simulator capable of emulating realistic vehicles, RosDrive
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is presented. A flexible platform based on ROS and the 3D simulator, Gazebo, for studying diffe-

rent models of vehicle control. RosDrive uses an electric vehicle model [280], with several sensors

capable of covering different routes and avoiding obstacles. Thus, the student will be able to im-

plement additional control strategies, analyze the system’s responses, and visualize the impacts of

theoretical models and their variables on the simulated scenarios. In addition, the tool allows the

use of different strategies in different vehicles, allowing the comparison between the adopted mo-

dels. For instance, a line follower controller mode with obstacle avoidance will be implemented

to exhibit the simulator results. The tool’s flexibility allowed its extension for the study of com-

munication models [98], the development of hardware in the loop (HIL) simulation [101], and the

implementation of the same control model on a testbed platform [97]. As it is an open-source

tool, the full code access is provided at https://github.com/enioprates/rosdrive, for

general use, with all the necessary steps for its installation. The general simulator environment is

illustrated in Fig. 8.1.

8.2.1 Simulator Architecture

This section will introduce the simulator tools and their general architecture, providing details

about the vehicle model and data analysis.

8.2.1.1 Robot Operating System (ROS)

ROS is an open software developed by Open Source Robotics Foundation. It is a robotic mid-

dleware with many software frameworks for robot software development. It provides hardware

abstraction, enabling users to avoid low-level problems with profound device control, communi-

cation between nodes and processes, and packet management. ROS-based functions are realized

in nodes that may post, receive and reproduce control features, sensor data, state of the node, or

general messages. ROS is not a real-time framework or a Real-time Operating System (RTOS).

This project will be used in ROS Melodic distribution.

Figura 8.2: Publish/Subscribe Model

The basic concepts of ROS are nodes, Master, messages, and topics. The Primary node works

as a central node of the system, storing data and information regarding the ROS Nodes. Nodes

inform their registration information to the Master and then can receive data from other nodes.

https://github.com/enioprates/rosdrive
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The Master is also responsible for reporting the nodes, using Callbacks, if new information or

connections are made. The nodes exchanges messages using the publish/subscribe method, as

described in Fig. 8.2.

Due to its flexibility, ROS has been used in several vehicular applications, such as ground

[236], aerial [107], and water [291] and many other robotic platforms. As a consolidated open-

source community, several new libraries are available and supported, at the same time that it is

highly portable between platforms, including embedded platforms [157]. The extensive material

allows a quick learning curve for the student, enabling a simple familiarization with the commands

and interfaces and quickly creating new modules.

8.2.1.2 Gazebo

One of the critical aspects of a learning-oriented system is its ability to present the results

of user interactions intuitively. Thus, the high capacity of ROS to integrate with other platforms

shows itself to be a competitive advantage since its functionalities can be extended, expanding

the experimentation horizon. For example, integration with an automated simulation tool helps

to visualize the iterations between objects simply, aiding in learning [163]. One of the most

used tools for robotic simulation in ROS is Gazebo. The Gazebo is an open-source 3D robotics

simulator, for indoor and outdoor environments, with multi-robot support that allows a complete

implementation of dynamic and kinematic physics and a pluggable physics engine. Furthermore,

it provides a realistic rendering of backgrounds, including high-quality lighting, shadows, and

textures. In addition, it can model sensors that "see"the simulated environment, such as laser

range finders, cameras (including wide-angle), and Kinect style sensors, among others.

The Gazebo presents the same message interface as the rest of the ROS ecosystem. So, the

development of ROS nodes is compatible with simulation, logged data, and hardware. Many

projects integrate ROS with Gazebo, such as the QuadRotor presented in [205], the Humanoid

implementation in [90], and the Ground Vehicle in [236]. As a powerful and very visual tool,

Gazebo has also been used as the simulation environment for several technical challenges and

competitions, such as NASA Space Robotics Challenge (SRC) [122], Agile Robotics for Industrial

Automation Competition (ARIAC) [209], and Toyota Prius Challenge [217].

The Gazebo is responsible for realistically mimicking the system’s fundamental dynamics, re-

presenting physical issues such as mass, inertia moment, friction, and even collisions. To ensure

better representation, Gazebo supports four engines: Simbody [249], Bullet Physics [228], ODE

[255], and DART [116]. Such engines guarantee a wide range of representations, bringing simu-

lations closer to reality, and offering the student a greater possibility of representing theoretical

concepts practically.

Although some Gazebo components show some lag with new technologies, its overview still

has more advantages than the alternatives presented. For example, Unity [129] has similarities in

the implemented physics, but its integration with ROS is still complex. Furthermore, the Webbots

recently developed a ROS integration but still do not have the same flexibility in implementing
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different physical models. Finally, the Coppelia [50] does not have the same rendering quality

[237] as Gazebo, although it has similar flexibility and quality in physical representation.

Figura 8.3: Track Model

8.2.1.3 Scenario and 3D Vehicle Model

The Gazebo allows the construction of several different scenarios, including as many objects as

desired. Those objects can be static or dynamic and controlled in the simulation. For illustration,

this work introduces the track presented in Fig. 8.3 with and without obstacles. Those obstacles

can be removed or added by the user.

ROS applications have a launch file that allows the easy start of several applications with

previously saved scenarios and desired configurations. In this project, the file car_demo.launch

is responsible for starting the track, and the cars.launch defines the vehicle’s initial coordinates

and model. The simulator flexibility allows different car models to modify their positions and

configurations, including or removing sensors. The sensors data can be real-time observed through

the RViz software.

The 3D car model used in this work was presented in [280]. Figure 8.4 illustrates the Hybrid

Prius 3D model’s main details. Its fundamental dynamics are contained in the node PriusHybrid-

Plugin.cpp, and the model’s characteristics can be edited in prius.urdf.

The primary vehicle controllers, such as throttle, brake, steering, and gear, can be actuated

by publishing to a ROS topic. Thus, the vehicle Powertrain will control the gear control in this

simulation. The simulated vehicle also has multiple sensors: 16-beam LIDAR on the roof, eight

ultrasonic sensors, four cameras, and two planar LIDARs. However, adding or removing sensors

is a simple task that allows adjustments. Furthermore, implementing the vehicle with all the
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(a) Simulated 3D Prius front view (b) Prius Sensors Position

Figura 8.4: Prius Gazebo Model [280]

kinematics and basic controls enables the study of other project aspects, such as motion control,

platooning, stability, and detection and avoidance models.

Figura 8.5: Prius Information Structure

The vehicle information flowchart is illustrated in Fig. 8.5. All the vehicles have the same

model, and the simulation is composed of n ∈ N vehicles. The full set of cars can be defined as

carn = {i ∈ N|0≤ i≤ n}. The information provided by each module/node is:

• cari/initialPose: defines the vehicle’s initial position

• cari/prius: new vehicle settings – throttle, break, steering

• cari/ jointstates: conditions of each vehicle component - wheels and steering

• cari/carINFO: vehicle’s current state – throttle, brake, speed, latitude, longitude, steering,

heading, etc.

• cari/camera: vehicle’s onboard cameras info

• cari/sonar: vehicle’s onboard sonars info

• cari/lidar: vehicle’s onboard LIDARs info
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• PriusHybridPlugin: dynamics and vehicle model

• Environment Interaction: Gazebo calculation about interactions

• Camera(1 . . .n), Sonar(1 . . .m) and Lidar(1 . . . p): sensor nodes

All the sensors can be added, removed, or modified in the file prius.urdf. The vehicle control

is managed through the data sent to cari/prius topic, which works as the vehicle’s input center,

receiving throttle, brake, and steering. The throttle and brake have a limit from 0 to 1, and the

steering has a range from −30◦ to +30◦. Its format is defined in the "Control.msg". To better

understand the text, the rest of this text will refer to a generic simulated vehicle identified by the

"i"index, unless in cases where some differentiation is necessary.

8.2.1.4 System’s Outputs

As a simulator for learning purposes, the system’s outputs are essential. Moreover, as a STEM

application, with many details, many analyses must be performed using a mathematical approach.

The output data will allow the study and comparison of each simulation, allowing the student

to evaluate the impact of slight differences in the system’s response in each experiment. The

system’s outputs are provided in .csv files generated during the simulation. The module listener.py

is responsible for collecting the desired vehicle’s data in the related topics and exporting that to a

.csv file.

During the simulation, the topic cari/carINFO can be used to perform a Real-Time system

evaluation, showing the vehicle’s most important information, like coordinates, heading, speed,

throttle, and brake conditions. The listener.py collects this data and adds some information to the

simulation’s output file, triggered by the car’s movement or spent time. The output file contains

the timestamp, coordinates, speed, speed error, throttle, brake, heading, heading error, and sonar

information, in this version.

8.2.2 Control Algorithms

This section will introduce the controller models used in this simulator. Then, it will discuss

the Cruise Controller (CC), the Line Follower characteristics, and the Obstacle Avoidance Stra-

tegy. The Prius model simulates sensors published to the cari/carINFO topic. This topic contains

the primary data about the vehicle, like latitude, longitude, altitude, heading, speed, direction, ste-

ering angle, acceleration pedal percentage, and brake pedal percentage. All the data is updated

every 0.01s.

8.2.3 Vehicle Model

The vehicle model used in this work is based on the two-degree-of-freedom bicycle system,

as shown in Fig. 8.6. This model considers the car’s rotation around the z-axis (θ ) and its lateral

velocity. Assuming x and y as the vehicle’s frame coordinates, respectively, and θ its rotation in
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Figura 8.6: Vehicle 2D Model and Coordinates

the z-axis, X, Y, and Θ are their absolute equivalents in the global frame. Thus, the vehicle frame

can be expressed using the rotation angle θ in the global structure (Θ = θ ). Finally, The steering

angle, described in the vehicle’s frame, is defined as δ and admits that both wheels turn at the same

value. By applying Euler-Newton equations [16], it is possible to simplify the vehicle’s dynamics

in the plane as:

mẍ = mẏθ̇ +FxF
+FxR

, (8.1a)

mÿ =−mẋθ̇ +FyF
+FyR

, (8.1b)

Iθ̈ = aFyF
−bFyR

+ c(−FxF,l
+FxF,r −FxR,l

+FxR,r), (8.1c)

where I is the inertia moment, m is the vehicle mass, and Fx and Fy are the forces in x and

y directions, and the subscriptions r and l indicates the force direction compound. Finally, the

kinematic model, translated to X and Y coordinates, can be described as:

Ẋ = ẋcosΘ− ẏsinΘ, (8.2a)

Ẏ = ẋsinΘ− ẏcosΘ, (8.2b)

Θ̇ = θ̇ . (8.2c)
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8.2.3.1 Cruise Controller (CC)

The Prius model does not allow direct speed control but only throttle and brake adjustments.

So, this simulator adopts a Proportional Integral Derivative (PID) strategy for the vehicle speed

controller. Although this controller is quite simple, it will help the student to develop basic control

skills and move towards other implementations, including several autopilot strategies and tuning

models [288]. In this way, the Cruise Controller (CC) will be responsible for keeping the constant

speed during the vehicle’s movement and adjusting it when necessary, changing the brake and the

throttle pedals through the cari/prius topic. The PID equation is defined as follows:

α(t) = KP ∗ εσ (t)+KI ∗
∫

εσ (t)dt +KD ∗
∆εσ (t)

dt
, (8.3)

where KP, KI , and KD denote the Proportional, Integral, and Derivative gain constants, respec-

tively, εσ (t) is the speed error, measured by the difference between the current speed value and

the desired one and α is the expected acceleration. The α is then normalized to a value between

−1 . . .1, representing the Throttle and Brake pedals usage. A positive value indicates that the Th-

rottle pedal has been used while the brake is free. Conversely, the brake is pressed for a α negative

value, and the Throttle pedal is free. The complete controller is illustrated in Fig. 8.7, where it

is assumed that the time constant of the actuator is much bigger than the motor one, and the CC

algorithm is summarized in Alg. 1.

Figura 8.7: PID CC

Algorithm 1 Cruise Controller Algorithm
Input: Speed Set Point, Current Speed
Output: Throttle and Brake percentage

1: εσ ← speed_set_point− current_speed

2: α ← PID(εσ )
3: αcontrol ← Normalized[−1 . . .1](α)
4: if αcontrol ≥ 0 then

5: throttle← αcontrol

6: brake← 0
7: else

8: throttle← 0
9: brake← αcontrol

10: end if
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8.2.3.2 Line Follower

In this work, the vehicle will simulate a standard trajectory path-following method, using a

road line [274]. The simulated car has several cameras, and one of them is used to identify the

road line and follow it with real-time detection. The Line Follower (LF) algorithm processes the

captured image and delivers information regarding the line position to the controller. The vehicle’s

controller will keep its center over the line with a second PID controller. The implemented algo-

rithm is similar to the one proposed in [159]. Nevertheless, as Gazebo provides a realistic camera

view, it is possible to implement algorithms without a real one, changing the image coordinates,

frame rate, and data size, among other image capture characteristics, and evaluate the changes’

impact on the controller.

An OpenCV node was implemented to read the data from the onboard front camera. This node

subscribes to the topic cari/ f ront_camera and virtually receives all the images from the camera

in an 800×800 pixels frame. Then, the LF algorithm filters the image to find a vertical line in the

track, and the detection is performed using the Progressive Probabilistic Hough Transform (HT)

[219]. This method is commonly used in image processing and can help detect any shape if it can

be represented in mathematical form.

(a) Vehicle front camera view (b) Vector and position extraction (c) Line Detection - Final View

Figura 8.8: Line detection process

The Line Detection (LD) algorithm is illustrated in three frames of Fig. 8.8. The first one,

in Fig. 8.8a, shows the vehicle camera simulated view. The LD algorithm applies a mask over

this image to filter it, highlighting a particular color. This color can be adjusted following the

Red Green Blue (RGB) model. The filtered image is then converted to a greyscale picture, as

presented in Fig. 8.8b, allowing the edges detection using the Canny Edge detection [220], using

vectors with Cartesian coordinates. Finally, these edges are integrated with the HT, defining a most

probably line to be followed, as demonstrated in Fig. 8.8c.

The line coordinates are published in cari/line_data topic and can be used by the LF controller

module. This module is called controller and is responsible for the vehicle’s motion controller.

The vehicle heading error (εθ ) related to the line reference is defined as a relative measurement,

using the center of the image frame as illustrated in Fig. 8.9. In this figure, the Detected Line
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Figura 8.9: Vehicle Heading Error (εθ )
Figura 8.10: Line detection and Driving control-
ler

is the output of the LD algorithm, with (x1,y1) and (x2,y2) respectively the initial and the final

coordinates. The Xmax and Ymax represent the frame limits and XC is the frame center point in X

axis. The εθ is defined as the angular difference between the XC and the (x2,y2) coordinates, given

by eq. 8.4. Finally, the controller calculates the car’s Steering Wheel Angle, using the PID control

action presented in 8.5.

εθ (t) = arcsin
XC− x2

y2−YC

(8.4)

θwheels(t) = Kθ
P ∗ εθ (t)+Kθ

I ∗
∫

εθ dt +Kθ
D ∗

∆εθ (t)

dt
, (8.5)

where Kθ
P , Kθ

I and Kθ
D denote the Proportional, Integrator, and Derivative gain constants, and

θwheels is the Steering Wheel Angle to be applied to the vehicle. Figure 8.10 shows the general

LF flowchart, including the controller action, while the complete LF algorithm can be observed in

Alg. 2.

Algorithm 2 Line Follower Algorithm
Input: Image Frame
Output: Steering Angle

1: Mask image to find Vertical Lines
2: Filter image to obtain Data Vectors
3: Line_Vectors← Hough_Line_Trans f orm

4: Line_Coordinates←MERGE(Line_Vectors)
5: εθ ← eq.8.4
6: θwheels← PID(εθ )
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Figura 8.11: Sonar Visualization

8.2.3.3 Obstacle Detection and Avoidance

Obstacle detection and avoidance are among the most common autonomous vehicular applica-

tions, given the demanded safety conditions. So, in this simulator demonstration, sonars are used

to detect and avoid unpredicted obstacles and help the vehicles to keep the LF algorithm. The cari

will use six sonars: four in the car’s front and one on each side of it, as seen in Fig. 8.11. The

simulator allows the user to change the sonar’s positions and ranges and add or remove them in

prius.urdf file. This simulator assumes that the obstacles are positioned near the reference line

and have the same lateral size as the vehicles.

Algorithm 3 Line Follower with Detection and Avoidance Algorithm
Input: Sonars Info, Image Frame
Output: Steering Angle

1: while Ob ject_Detected do

2: if Right_Ob ject_Detected then

3: θwheels← Le f t_Deviation

4: else if Le f t_Ob ject_Detected then

5: θwheels← Right_Deviation

6: end if

7: end while

8: Line_Follower_Algorithm (Alg. 2)

The sonars are used together with the LF algorithm. However, as the Detection and Avoidance

(DA) algorithm has priority over the LF, it assumes the vehicle controller until the obstacle is

out of view and the LF is reactivated. So, the algorithm 3 is an extension of the LF algorithm.

When the sonars detect an obstacle, the DA controller turns the vehicle in the opposite direction,

within a fixed θwheels value. This heading adjustment is continued until the four front sonars stop

detecting the obstacle. Then, the lateral sonars avoid the vehicle trying to return to the line before

it overtakes the obstacle. Finally, the LF algorithm uses the last information about the detected

line to return to the desired trajectory. The DA block diagram is presented in Fig. 8.12.
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Figura 8.12: General Vehicle Architecture, with Line Detection and Detection and Avoidance
modules

8.2.4 Experimental Validation

A control simulation environment should present several controller tools to the student. This

section will introduce three primary devices developed in RosDrive that allow the student to

analyze the vehicle’s controller performance and elaborate on different strategies to guarantee

its safety. The vehicle’s controller performance can be defined in several ways, including fuel

consumption, final speed, and acceleration. In this chapter, the performance is measured by the

vehicle’s capacity to track the setpoint, both in speed and heading adjustments.

8.2.4.1 Cruise Controller Implementation

The CC was developed as an independent module. So, it works as a black box implementation,

where the inputs are the setpoint and current vehicle’s speed, and the outputs are the throttle and

brake percentage. At the same time, the controller parameters are adjusted inside the module. This

architecture choice increases the simulator’s flexibility, allowing the user to replace the controller

and adjust its parameters.

Taking into account Fig. 8.3, the straight line between the points 7 and 1, without obstacles,

was used to evaluate the CC and check how the vehicle behaves with several accelerations and

decelerations. In this scenario, the vehicle speed setpoint was changed from 20.0 m/s, to 14.0

m/s, 16.0 m/s, 12.0 m/s and finally 0.0 m/s. All the speed settings are defined in the controller.py

file in the parameters section. They are related to the vehicle’s current position on the track.

The controller parameters KP, KI , and KD were defined with the Ziegler Nichols (ZN) empirical

method [158]. The vehicle was accelerated from a rest position until it reached the first setpoint

speed in the proposed scenario. Increasing KP until the system oscillation limit, it was possible to

determine the ultimate gain (Ku), at 18, with a 0.1 ms period. These values show how the vehicle’s

actuator has a rapid response since the oscillation period is fast. In this test, the Ziegler Nichols

Tuning parameters are KP = 10.8, KI = 2.16, and KD = 0.135. The system’s response is presented

in Fig. 8.13.
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Tabela 8.1: Cruise Controller PID Settings

CC KP KI KD

PID1 10.8 0.0 0.0
PID2 10.8 2.16 0.270
PID3 10.8 4.32 0.135
PID4 10.8 2.16 0.135

As described above, the RosDrive was designed so that the student can change the system’s

characteristics and observe the impact on the vehicle’s response. In addition to changing the con-

troller model, the change of control parameters already implies different responses to be analyzed,

providing the user with a practical study of the characteristics of each one of them. Three variati-

ons of the parameters obtained with ZN are proposed to exemplify their impacts on the vehicle’s

control action. These parameters are shown on the tab. 8.1, where PID1 is a proportional-only

controller, PID2 increases the derivative component, PID3 enforces the integrator component, and

finally PID4 shows the parameters obtained by the method ZN.

Figures 8.13a and 8.13b show in detail the impact of controller changes on the system res-

ponse. In Fig. 8.13b it is possible to observe that the control proportional-only (PID1) presents

a more significant oscillation and that the increase of the derivative component (PID2) makes the

response slower, but with a smaller overlap. On the other hand, the increase in the integrator

component (PID3) makes the system faster but with a greater overshoot on the setpoint. In this

scenario, the parameters obtained by ZN show a better response as they are at an intermediate point

of response time and overshoot. The controller error was minimal in all models, with a maximum

steady-state value lower than 0.006 m/s.
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Figura 8.13: Vehicle Speed Response to different PID parameters

The PID CC example shows the student the basic vehicle controller models. It translates

the conceptual controller view to a practical application, reducing the gap between the theore-

tical aspects and the implementation one, allowing the development of active skills and ope-
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Tabela 8.2: HC PID parameters

HC
Speed
(m/s)

Kθ
P Kθ

I Kθ
D HC

Speed
(m/s)

Kθ
P Kθ

I Kθ
D

REF 13 10.0 0.0 0.5 PID8 15 10.0 1.0 1.0
PID5 15 10.0 0.0 0.5 PID9 15 10.0 0.5 0.0
PID6 15 10.0 0.0 1.0 PID10 15 10.0 0.5 0.5
PID7 15 10.0 0.0 1.0 PID11 15 10.0 1.0 0.0

ning the doors to the student’s creativity. A shortly CC RosDrive demonstrator is presented in

https://youtu.be/QFVwgFyhaF4.

8.2.4.2 Line Follower (LF) Controller

The LF controller is responsible for the vehicle’s heading adjustment, performed by the Hea-

ding Controller (HC). This control ensures that the car safely makes the circuit curves, preventing

accidents. As can be seen in Fig. 8.3, in this scenario, tighter turns were chosen, allowing the

student to analyze more complex situations, such as car skidding. Under these conditions, the

vehicle’s controller is adjusted in one curve and then evaluated its performance on the whole cir-

cuit.

Initially, the circuit’s curves radius were analyzed to define the maximum speed that would

prevent the vehicle from going off at the curve’s tangent. The maximum speed (vout) is given by

|vout |=
√

µ · |g| ·R, where µ is the friction’s coefficient, |g| is the gravity acceleration and R is the

curvature ray. In the proposed scenario, it is defined that µ = 0.9, g = −9.8 m/s, and R = 18.38

m, which means that vout = 13.34 m/s.

The heading controller has a different evaluation in comparison with the CC. In the CC, the

setpoints are defined through a step function, while in the HC, the setpoints function follows the

curve design, with a long transition phase. The system’s response should be evaluated after the

desired heading is constant. Due to this condition, a more complex scenario is proposed to assess

the system’s response in adversarial situations. Initially, the vehicle’s trajectory was fixed with

vout as the heading reference. Then, the objective was to find the most suitable HC PID parameters

for the system with v = 15 m/s. It means that the HC will suffer from skidding. In this scenario,

the student’s experience determining the best HC PID parameters will be necessary since the

ideal conditions presented in theory are not present. Furthermore, it will increase the student’s

perception of the problem and stimulate creative new solutions since the vehicle’s speed increase

will increase skidding, compromising the system’s stability. It is also important to highlight that

the user can set up any speed and check its response.

The HC PID parameters were obtained initially in curve 7 given the long straight lines before

and after. The obtained parameters are presented in tab. 8.2. Figure 8.14a presents the vehicle’s

trajectory on curve 7, while Fig. 8.14b perform an in-depth view of the same curve. Both figures
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illustrate how the reference HC has a smoother trajectory, with no skidding. There is some skid-

ding in all the HC PID configurations, with a speed setpoint of 15 m/s. However, these figures

analysis allow the identification of the best controller performance, even under these conditions.

So, in the proposed scenario, the PID7 presents a better response due to the derivative action,

avoiding extreme adjustments and keeping the vehicle’s trajectory near the REF trajectory. On

the other hand, the integral action presented in PID8 and PID11 configurations produces more

oscillation and increases the distance between the REF and the performed trajectory due to the

skidding.
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Figura 8.14: Vehicle Trajectory Analysis (Curve 7) under different HC PID Settings
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Figura 8.15: Vehicle Heading Error(εθ ) at Curve 7 under different HC PID Settings

Figure 8.15 presents the vehicle’s heading error (εθ ), due to the different HC PID parameters.

While the LF reference adjusts the heading setpoint, the vehicle’s heading suffers from much

oscillation, trying to respond to the new conditions. However, the system’s response can be better

studied after the transition, when the LF algorithm sets the new line. This situation can be observed

in Fig. 8.14b. This figure highlights the smooth response of PID7, with little oscillation above the
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REF response. Nevertheless, the systems’ response with PID8 and PID11 have a considerable

overshoot and take much more time until the stabilization.

The HC PID response analysis can be extended to the entire circuit. Looking at the heading

error (εθ ) presented in Fig. 8.15, the best controllers response were performed by the PD con-

figurations, namely the PID6 and PID7. Furthermore, a full lap was performed to evaluate the

vehicle’s heading controller, comparing its trajectory and the general εθ . Figure 8.16a present the

vehicle’s trajectory comparison in the full lap. It shows the vehicle’s skidding in all the curves

and the most distinguished one in curve 4. Thus, Fig. 8.16b highlights the vehicle’s trajectory

in this curve, showing that although all the HC PID configurations suffer from high skidding on

this curve, the PID7 configuration provides a smaller skidding and is the faster one to stabilize the

system after the curve. Finally, the Fig. 8.16c shows a comparison between the general εθ during

the full lap. It demonstrates that the REF configuration has the smallest error variation during the

circuit and that the PID7 error response is the most approximate to it.
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Figura 8.16: Vehicle Trajectory Analysis (Full Lap) under different HC PID Settings

This scenario was built to illustrate the simulator’s flexibility, merging the LF algorithm with

the HC method under an adversarial context. In this way, the student will be able to extend its
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capabilities, changing the controller’s parameters and checking the system’s response, proposing

new situations, and evaluating them. Furthermore, it will help students build and reinforce their ca-

pabilities and skills without damaging any equipment by extrapolating the commonly encountered

theoretical conditions.

8.2.4.3 Obstacle Detection and Avoidance

50 100 150 200 250 300 350 400 450

Longitude (m)

0

50

100

150

200

250

300

350

L
a
ti
tu

d
e

 (
m

)

Trajectory Comparison - DA Static Obstacles

REF

PID5 - 10-00-00

PID6 - 10-00-0.5

PID7 - 10-00-01

(a) Vehicle’s Trajectory Static Obstacle Avoidance -
Full Lap

225 230 235 240 245 250

Longitude (m)

35

40

45

50

55

60

L
a
ti
tu

d
e

 (
m

)

Trajectory Comparison - DA Static Obstacles

REF

PID5 - 10-00-00

PID6 - 10-00-0.5

PID7 - 10-00-01

(b) Vehicle’s Trajectory Detail Static Obstacle Avoi-
dance

R
EF

PID
5

PID
6

PID
7

Heading Controller

-6

-4

-2

0

2

4

6

8

E
rr

o
r 

(D
e

g
re

e
s
)

Heading Error - DA Static Obstacles

(c) Vehicle’s Heading Error (εθ ) with Static Obstacle
Avoidance

Figura 8.17: Vehicle Trajectory Analysis (Static Obstacle Avoidance) under different HC PID
Settings

In addition to the analysis of the CC and HC controllers on the vehicle’s performance in

isolated scenarios, RosDrive allows the study of its interaction with other vehicles, whether static

or dynamic.

Static Obstacle Detection and Avoidance The vehicle’s ability to perform a trajectory avoiding

several close obstacles was initially analyzed, comparing the heading error (εθ ) given the HC

parameters changes. The 19 static obstacles are illustrated in Fig. 8.3 and are modeled as Pickup
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vehicles. These obstacles are positioned on the straight circuit lines avoiding curves overtaking.

Again, the REF vehicle running with a 13.0 m/s speed was presented against the PID5, PID6, and

PID7 HC configuration, running at 15.0 m/s. The vehicle’s trajectory is presented in Fig. 8.17a,

illustrating that the skidding is still present, mostly in curve 4.

Furthermore, the vehicles do not necessarily follow the same trajectory to avoid obstacles.

This situation is illustrated in the straight line between curves 4 and 5, where the vehicle with

the HC PID6 avoids the last obstacle with a left turn and the others perform a right angle. This

obstacle avoidance action responds to the first sonar activated in the vehicle. As the vehicle’s

trajectories are slightly different due to the HC response, the car’s angular position at that point is

not the same for all the configurations, providing sonar activation. The same situation is observed

in the last obstacle between curve 7 with all the HC PID configurations compared with the REF .

To compare the HC PID’s performance in a static detection and avoidance condition, Fig.

8.17b emphasizes the vehicle’s movement over the second track obstacle. It is possible to observe

that the HC PID performance follows the model presented in the LF algorithm, with PID7 pro-

viding the best system response compared to REF . However, the εθ ’s variation between REF ,

PID6, and PID7 is similar, given the rapid heading transitions triggered by the ODA and the LF

algorithms, as presented in Fig. 8.17c. On the other hand, the boxplots of PID7 εθ in both Figs.

8.16c and 8.17c show that although the maximum variation is similar, these errors appear more

frequently, no longer presenting themselves as outliners but as values that are repeatedly percei-

ved. These errors happen due to several obstacles and the constant need to adjust the vehicle’s

position caused by the HC action.
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Figura 8.18: Vehicle Trajectory Analysis (Dynamic Obstacle Avoidance)

Dynamic Obstacle Detection and Avoidance RosDrive’s flexibility allows different control

models, algorithms, and movement strategies. Thus, it is possible to evaluate strategies for over-

taking vehicles in motion, observing how the fastest vehicle behaves and if it can perform the
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maneuver safely. To conduct this demonstration, the car1 and car2, with v1(t) > v2(t) were defi-

ned, with x2(0) = x1(0)+ 30m. This way, car1 has time to reach its maximum speed before the

sonar detects the presence of car2 and only then starts the overdrive process.

The vehicles.launch allows the setup and launches of the necessary vehicles with no additional

development. In this file, the vehicle models, their initial positions, and the algorithms are instan-

tiated. Initially car1 (REF) and car2 are defined with the same CC and HC parameters as PID4

and PID7. In the same file, the car2 sonars are deactivated, avoiding its reaction to car1 presence.

So, car1 accelerates, detects the presence of car2, and performs the overtake action. As the same

ODA strategy presented in section 8.2.3.3 is applied, after the obstacle detection, car1 will return

to the line only after overtaking the obstacle when the lateral sonars indicate that there are no more

obstacles there.

In this scenario, v2 was defined as 13.0, 14.0, 15.0, 16.0, and 20.0 m/s and v1 = 12 m/s, while

the front sonar’s ranges are set to 20 m and the lateral ones are 2 m.

When theoretically studying physical systems, it is common to analyze that vehicles are points

in space and that overtaking, for example, is just a matter of validating the relationship between

space traveled in time, having as reference the speed of the two points. However, in a realistic

simulator, vehicles cannot be treated as points in space but as bodies that can collide and must

avoid this to remain safe. Thus, the overtaking process begins with detecting the body ahead,

followed by a diversion action and consequent movement.

This controller action of car1 is illustrated in Fig. 8.18. Fig. 8.18a illustrates a more simplified

view of the system, indicating the longitudinal trajectory of car1 and car2 under all different

velocity conditions of car1. It is important to note that the movement of car2 is the same in all

scenarios, as its speed is constant, and its movement is not affected by car1. In this figure, it is

possible to observe the crossing point when the curve referring to car1 crosses the curve of car2.

Thus, it is seen that the speed of 13.0 m/s, car1 is not able to exceed car2 on the desired route,

indicating an unsafe maneuver.

However, extending this view to a 2D dimension, as presented in Fig. 8.18b, it is possible

to analyze how the overtake movement is performed. Under the proposed conditions, only the

vehicle with a 20 m/s speed has overtaken car2 with no oscillatory movement. With other speeds,

car1 lateral sonar detects car2 presence, and adjust car1 heading position, avoiding a collision.

This figure illustrates how car1 with a 13.0 m/s speed cannot overtake car2 in the desired time

and how the same movement with 14.0 m/s is unsafe since the overtaken process ends just at the

limit of the desired trajectory.

So, the student has more information to check how the movement was performed and pro-

pose different safety strategies. In addition, this scenario allows the student to create new sonar

detection algorithms, different controller strategies, and some intelligent systems to increase the

system’s safety.
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8.3 WiCAR - Simulating towards the Wireless Car

In the past decade, Wireless Sensor Networks (WSN) have been widely adopted and suppor-

ting several innovative applications in a multitude of domains, such as in health, security, and agri-

cultural. Nowadays, the increasing miniaturization of modern embedded systems, together with

the advancements in the area of WSNs and energy harvesting, have opened up new possibilities to

fit wireless communications into an unexpected series of applications. The automotive industry,

has understandably been reluctant to adopt WSN, mostly pointing out its non-deterministic com-

munication behaviour, unreliability due to interference and security issues. Therefore, wireless has

been confined to some limited functionalities of infotainment systems and its adaption in critical

systems has been non-existent in vehicles, although it has been already enabling a series of critical

scenarios in other industrial domains.

The day-to-day automobile has gradually evolved from fully mechanical design to a fully

electronically equipped modern car. The existing subsystems of a modern car consist of several

sensors and actuators that are coupled with hundreds of Electronic Control Units (ECU) that are

interconnected through thick wired harnesses and communicate based on real-time communication

protocols. These wired harnesses can increase the overall weight of the car resulting reduction of

the performance of the vehicle in terms of fuel consumption. Thus, the excess weight of the car

also can be extrapolated to an environmental issue.

Current trend, is to continue to increase the number of application modules and complexity in

the vehicle, by fitting newer models with improved advanced driving assistance systems (ADAS)

to increase their safety. However, this effort is not being applied to the millions of older vehi-

cles that will continue to share the roads in the next 15 years, partially due to the tremendous

complexity involved in retrofitting such vehicles. Wireless communications can potentially be-

come an enabling technology to support such possibility, considering its flexibility and ease of

deployment, by exploring the innovative plug-and-play possibilities introduced by these networ-

ked sensor networks. Ideally, additional additional sensing arrays could be introduced into the

vehicle with minimum complexity, and without requiring complex re-wiring. However, ADAS

pose stringent requirements to a system’s control and communications, in terms of timeliness and

reliability, and these properties must be ensured by the communications technology. The improve-

ments to the low-power, low-rate IEEE 802.15.4 standard [166], introduced by the .e amendment,

enables interesting features such as guaranteed bandwidth, deterministic delay and several other

improved reliability support via the introduction of multi-channel techniques. These characteris-

tics turn this communication technology as a prominent candidate to support wireless ADAS as

well as other non-critical applications.

However, to effectively test and validate these systems, there is a need for tools that can support

the simulation of these complex communication infrastructures from the control and the networ-

king perspective, focusing on the interplay between these two dimensions. This paper introduces

a co-simulation framework that enables the simulation of an ADAS application scenario in these

two fronts, analyzing the relationship between vehicle dynamics, i.e. speed and braking force, and
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the delay required for the system to operate safely, exploring the performance limits of different

network configurations of the DSME protocol.

8.3.1 Related Work

The research community has continuously looked into the possibility of using Wireless Sensor

and Actuator Networks (WSANs) in intra-car communication. One of the foremost motivation for

its implementation is to reduce the weight of the car and increase the overall performance in terms

of fuel economy and reliability. Researchers in [262] investigated the design aspects of WSANs

in intra-car systems and if whether they could become a viable solution to partially replace or

enhance current wired measurement and control subsystems.

In [180], authors used IEEE 802.15.4 Compliant and ZigBee RF Transceivers to create a Blind

Spot Information System (BLIS). BLIS systems implemented by many car manufacturers (e.g.,

General Motors, Ford, and Volvo) are based on costly hardware components such as cameras

and radars. The proposed intra-car system in this work was non-intrusive at the same time cost-

efficient. This work provided important information on the ideal location for sensors in an intra-car

system, which we have adopted in our intra-car scenario depicted in Figure 3.

Case studies such as [124] have proven that multi-hop has the potential for providing additional

reliability, robustness, and energy usage improvements over existing single-hop approaches. In

their study, they state that aggregating data in one or several processing centers in the vehicle

is critical for the monitoring capabilities of the sensors, which are constrained by both energy

and computational power. Multi-hop systems, despite its large overhead, can enhance system

reliability, robust performance, and reduce communication energy. In our work, we look into

a communication technology which features multi-hop and multi-channel capabilities and hence

can enhance the performance of the network.

There have also been several simulation studies [62], [278] on implementing low power and

low rate wireless sensor networks for intra-vehicle communications. These authors considered

ZigBee to be a good candidate because of its mesh networking capabilities and low power con-

sumption. Zigbee solves multi-path fading using Direct Sequence Spread Spectrum (DSSS) tech-

nology and interference resilience using Carrier Sense Multiple Access (CSMA). The propagation

channel inside a vehicle is closed and is affected by the mechanical vibrations caused by the mo-

vement of the vehicle. Hence authors propose a simulation of the physical layer of the ZigBee

network and the propagation channel inside a vehicle along with an adaptive equalizer at the re-

ceiver. Though Zigbee had mesh capabilities, determinism is not assured in such networks due

to the usage of a contention-based mechanism for transmission. From our previous works [165],

[167] we were able to confirm that DSME had the capability to communicate under strict time

bounds and support time-critical applications. In this work, we rely on DSME which supports

both a contention-based to be a possible candidate for intra-car communication systems.
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8.3.2 Co-simulation Framework

In this work we built a Wireless-ADAS co-simulation framework that combines the network

simulation capabilities of OMNeT++/INET and the ability to emulate the vehicle physics and sen-

sors behaviour in 3D scenarios using the Gazebo robotics simulator. This will enable us to analyze

the mutual impact between the control and the networking aspects. The integration is done over

the Robotics Operating System (ROS), based our previous works in [295], [294] which focused on

inter-vehicle communications (i.e. using ETSI ITS-G5) to enable a cooperative platooning func-

tion. A general Architecture for our framework is presented in Figure 8.19. The integration of the

network model is supported by the openDSME open-source framework [151] to implement the

DSME protocol on top of the IEEE 802.15.4 physical layer. Two kinds of nodes are implemented

in OMNeT++/INET simulation: the sensor nodes and the sink, corresponding to 8 end-devices

and a PAN Coordinator respectively. In the OMNET++/INET side, the displayed outward 8 nodes

(sensor nodes - IEEE 802.15.4 End Devices) correspond to the wireless radar/sonar modules im-

plemented in the Gazebo vehicle model to achieve a 360 degree coverage of the vehicle without

any blind spots. At the center of the layout, the "sink"node (IEEE 802.15.4 PAN Coordinator) is

also displayed and corresponds to the Application Unit (AU) wireless interface. The AU is res-

ponsible for the ADAS system control implementation. It processes the sensor inputs and reacts

accordingly, by interfacing the vehicle’s steering and braking systems.

8.3.2.1 Data Workflow

In order to support data flowing between the Gazebo and OMNeT++ simulators, the ROS

publish/subscribe middleware support was crucial. For each node in the OMNET++/INET simu-

lation, there is a corresponding sensor in the Gazebo vehicle model which publishes its relevant

data into a rostopic i.e. "/car1/sensors/sonar1". In the OMNET++/INET side, each node subscribes

to the corresponding rostopic and prepares a message that is en-queued into the openDSME MAC

layer to be transmitted to the sink node, which role is assumed by the network PAN Coordinator.

OpenDSME handles the transmission and, if successful, the sink node publishes a rostopic with

the sensor data that is subscribed by the AU. The AU then uses this input to feed its control loop.

As for the Gazebo model, a Toyota Prius car model (visible at fig.8.19) is used as the baseline de-

ployment for this WSN layout with seven sonars and a radar. With this general layout architecture,

different ADAS scenarios can be implemented, by changing sensors or their characteristics, the

vehicle model, the track and the surrounding environment, enabling the possibility to extensively

test and validate a ADAS behaviour and explore its performance limits pre-deployment.

For the upcoming ADAS, vehicles are increasingly being equipped with a wide variety of

sensors, in order to get a good awareness of their surroundings. In addition, Sensors are already

being deployed in current ADAS to evaluate the status of some of the vehicle components (i.e.,

steer, brakes) to detect stress and prevent any failure. In this framework, all these sensors, can be

implemented in a vehicle model, and later be integrated into the network model as a new node that

feeds data into the AU, for a integrated perspective of the system on a multitude of scenarios.
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Figura 8.19: Integration Architecture

8.3.3 Network Specification

For our intra-car system, we used the DSME MAC behavior of IEEE 802.15.4e because of

its deterministic capabilities. The DSME network provides deterministic communication using its

beacon-enabled mode. This mode is supported by multisuperframes that may contain stacks of

superframes, as shown in Fig. 2. Each superframe comprises a Contention Access Period (CAP)

in which the nodes contend to access the channel and a Contention Free Period (CFP) in which

the nodes send the data using Guaranteed timeslots (GTSs). It is in this period that the vehicle’s

sensors are accommodated, for guaranteed service.

The superframe is defined by BO, the Beacon Order which is the transmission interval of a

beacon in a superframe. MO is the Multi superframe Order that represents the Enhanced Beacon

interval of a multi-superframe, and SO is the Superframe Order that represents the beacon interval

of a superframe. The number of superframes in a multisuperframe is given by 2MO−SO. These

values are conveyed to the nodes by an Enhanced Beacon (EB) at the beginning of each Multisu-

perframe. Reducing the values of SO and MO reduces the size of the timeslots and the number

of superframes in a multi superframe duration, but also decreases the network’s latency. In what

follows we evaluate the relationship between such network settings and latency in the context of a

ADAS application as a proof-of-concept.
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Figura 8.20: DSME superframe

8.3.4 Performance analysis

To showcase our proposal and simulation tool, we evaluate a parking lot Wireless ADAS

scenario presented in Figure 8.21. When roaming inside a parking lot while searching for a parking

spot, a driver can suffer from decreased perception of the overall environment. As his attention

diverges from the driving actions into his visual search for the parking space, his ability to respond

to unexpected situations is hindered, and may not be capable of perceiving an obstacle in time to

avoid it. In this case, we consider the obstacle as a car that suddenly exits a parking space form

the right-hand side of our vehicle. We push the requirements of the scenario to a point in which a

typical driver would be unable to stop the car in time due to his reaction times. In this scenario,

we consider the car can be traveling up to 30 Km/h (typical maximum speed inside a parking lot)

and is fitted with an array of sensors covering a 360 degree field of view.

We evaluate this scenario from the two complementary perspectives. Firstly, we take the

application perspective, by varying the braking capacity of the vehicle and its speed, and then

the network perspective, by varying the MO and SO settings, and thus its worst-case delay. This

is one of the greatest advantages of our co-simulation tool, which enables a multi-dimensional

assessment of an application scenario.

Figura 8.21: Scenario taken for evaluation
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8.3.4.1 Impact of braking force

Braking capacity is one of the common parameters in any car that deteriorates over time. This

is a result of the loss of friction in the clamping mechanism while actuating a brake. In a 100%

operational brake, the clamping load is assumed to act on all friction surfaces equally. The loss in

this force is only generated when the wheel does not lock because the friction of a sliding wheel

is much lower than a rotating one.

Figura 8.22: Maximum acceptable delay for the braking force applied

In this experiment, we study the limits of this system by averaging the results for several

trials for different braking forces and calculating the maximum acceptable delay for the vehicle

to operate without a crash. From the results in Figure 8.22, it is evident and expected, that the

braking force and vehicle speed impose different requirements into the network delay. Decreased

braking capacity or higher speeds demand lower communication delays to avoid the crash. At

30 km/h, with a 50% braking capacity, the vehicle is unable to avoid hitting the car leaving the

parking space, independently of the delay. This is the point where we reach the performance limit

of the control system as dictated by vehicle dynamics.

8.3.4.2 Impact of network settings

We carried out several trials for these application settings, and different network MO/SO set-

tings, to explore the performance limits of the Wireless ADAS scenario. Figure 8.23 presents the

communication’s delay tolerances, for different speeds (25 and 30 km/h) and braking capacities

(100% to 50%), to prevent a crash, superimposed by the overall bounded delay at different network

settings.

As observed in Figure 8.23, if the vehicle travels at 25 km/h in the parking lot, and has its

braking capacity at 80%, it can still allow approximately 550 ms of delay in the ADAS commu-

nications; therefore, a (BO/SO/MO) = (6/4/5) setting suffices. This is important considering the

usage of a higher MO can support the allocation of additional superframes and support additional

nodes, particularly if CAP reduction is activated, increasing the scalability of the system. Thus
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Figura 8.23: Impact of static scheduling and braking force on the crash rate

finding this trade-of between delay and scalability, in parallel with speed and braking capacity,

can lead to increased efficiency and safety. When the braking capacity reduces to 70 or 60 %,

the maximum acceptable delay decreases steeply and can only be met by lower MO/SO network

settings. This is also the case for a speed of 30Km/h, that even at 100% braking capacity, only

(BO/SO/MO) = (6/4/4) settings or lower, can meet the imposed delay requirement of approxima-

tely 360 ms. These results show us that for those settings, at the targeted speed for our scenario

of 30 km/h, our system can still guarantee the safety of the vehicle even with its braking capacity

impaired by 50%

8.3.4.3 Impact of delay

One of the important prerequisite for the safe functioning of this scenario is the ability to

adhere to a maximum speed limit of 30 Km/h. To achieve this we must be able to provide a

maximum delay bound of 350 ms which is a crucial aspect for safe functioning. Hence, we must

verify the determinism of the network. In the worst-case scenario, the maximum time a superframe

can take to accommodate a transmission will be the size of the superframe. Hence by varying the

size of the superframe, we will be able to control the latency of the network and determine definite

bounds. The following experiment is carried out with (BO/MO/SO) = (6/4/4) setting with fixed

static schedule. As previously mentioned, the results strictly adhere to the limit of the worst-case

delay. We experience a maximum delay of 0.23s and it is bounded as seen in Figure 8.24. This

also means we will be also able to operate the application at a steady speed of 30 km/h with a fixed

delay using this setting.

The fluctuations of delay values in these static settings can be attributed to the arrival time of

the packet. The packets that are served immediately with respect to its arrival result in a much

lower delay. The worst-case delay is produced when the sensor data arrival happens at the end of

the first superframe and gets scheduled for its adjacent superframe. One significant advantage of
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Figura 8.24: Delay with Static scheduling for MO=4 and SO=4

static scheduling is that the user has the possibility to vary the network settings and fix a steady

worst-case bound based on the network prerequisite.

8.4 Conclusion

In this chapter we show two extended versions of CopaDrive, showing how it can be used in

a teaching environment and how it can be used for the validation of different safety applications

involving autonomous vehicles. With this, we were able to show that the foundations used in the

tool allow its expansion to other scenarios involving CPS. Thus, its integration with HIL and the

proposed testbed show even more validity, since the same bases used for the validation of control

algorithms and analysis of network impacts used for the ETSI ITS-G5 model can be used for other

communication protocols and different control strategies.
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Capítulo 9

Conclusions and Future Work

This chapter summarizes the main conclusions presented in previous chapters, including the

main challenges and some of the presented solutions. Otherwise, it also presents some future

works to be developed in future research and possible new approaches for the solutions here pre-

sented.

9.1 Main Conclusions

Throughout this dissertation, we show how an integrated validation tool can contribute to the

development of CPSs to increase their performance and safety. To do so, we take as a base an

application of considerable impact in vehicular transportation, the Co-VP. However, it presents

several challenges to its implementation in real environments due to the necessity of real-time

communication and controller actions.

These challenges start in modeling the system, which must consider the inherent aspects of

controlling multiple agents simultaneously. The control strategies must consider individual and

collective actions to ensure the system’s stability in the most varied conditions. These conditions

range from the simplest movements, where the platoon must keep the distance between its mem-

bers in straight lines, to more complex situations involving curves and obstacles. Thus, control

systems have evolved to meet the demands of CPS systems, seeking more robust models capable

of ensuring stability and maintaining their applicability to embedded systems.

The evolution of communication networks is also an essential pillar for constructing Co-VP

systems. It is reinforced by the joint efforts of world organizations to adapt and define standards for

these communications and studies that show their viability in disseminating information between

vehicles. However, the lack of definition of a single model hinders some implementation efforts,

limiting its applicability to a region. Thus, the choice is made for the most appropriate model for

the study region, which can be easily adapted. In the case of this dissertation, ETSI ITS-G5 was

chosen due to the European effort around its implementation.
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The state of the art of Co-VP and Co-CPS applications shows that the gap between control

systems and network performance studies is still a challenge, as these are analyzed as decoupled

issues. However, the impact of communications on Co-VP systems is quite noticeable in their

implementations, as delays and packet losses ultimately affect system security too much. Mo-

reover, by assuming an open communication posture, this application is subject to malicious or

non-malicious incursions that may affect the received messages and cause accidents due to secu-

rity flaws.

Therefore, the joint analysis of aspects related to control and communication impacts on Co-

VP systems shows how parameters such as PLR and Delay impact the security of the platoon.

For example, message flow control over the communication channel minimizes packet collisions,

ensuring that more data is delivered reliably. At the same time, the control systems must be

modeled within limits that can withstand these failures for some time or even detect them to avoid

accidents and take safety measures.

Because of the complexity involved in ensuring that these safety actions are carried out, va-

lidation of Co-VP systems is seen as a critical action. Until a solution is ready to be applied in

an actual vehicle, measures must ensure the model’s reliability. Therefore, simulators, hybrid mo-

dels, and even scale models must be carefully thought out to meet the demands of each system and

ultimately mimic real-world conditions to ensure the applicability of the algorithms and protocols

analyzed in case studies.

In this context, CopaDrive was presented as proof of the statement posed earlier about using

an integrated framework for validating Co-VP systems. Thus, we show in this thesis that using a

tool based on ROS allows us to validate different control system performances while investigating

communications’ impacts. To do this, we develop the framework and validate the same control

algorithm under various implementation aspects. We compare the impacts of sending CAM mes-

sages through simulation, defined by ETSI ITS-G5 at fixed frequencies or triggered by triggers.

In this model, we show the network occupancy and prove the efficiency of the trigger-triggered

models, as they occupy less of the network under simpler conditions.

Extending this analysis to validate safety devices, we implemented HIL based on the simulator

and OBUs using the ITS-G5 stack. This integration was accomplished using a bridge between the

ROS and the OBUs, capable of translating the messages sent from one side to the other. In this

test, it was possible to observe the communication frequency of these OBUs and evaluate their

operation. Furthermore, the same control model was used in both simulations because of the

framework integration, which reduced the migration time between the platforms.

The same framework also allowed the validation of the proposed control model on a three-car

robotics testbed. In this model, the on-board controller was again kept, and the bridge between the

ROS and the OBUs. Thus, after the necessary adaptation of the vehicle sensors and information

capture, it was possible to evaluate the ability of the vehicles to follow each other in a Co-VP

application safely, closing the development cycle.

Using the framework, it was possible to develop different control model optimizations to in-

crease the Co-VP application’s safety. So, the integration problem between the longitudinal and
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lateral controls of the platoon was addressed. Since the Co-VP vehicles will easily be subject

to different maneuvers, neglecting their lateral control is not a valid option. So, we present an

integrated controller capable of solving the cutting-corner problem, keeping the vehicles aligned

even after complex turns and obstacle deflections. Furthermore, the extension of this controller

to a Look-Ahead model further increased the maximum size of the platoon while maintaining its

stability and decreasing distance and heading errors.

From a control model validated from the communications perspective, it was possible to gua-

rantee the second part of the proposed thesis statement. Thus, we used CopaDrive to show that

the profiles used in ETSI ITS-G5 can be restricted for Co-VP applications, increasing their per-

formance and reducing lateral and longitudinal errors. Furthermore, we show that this restriction

does not significantly increase congestion or packet loss in the network, ensuring application se-

curity. Soon, we were able to lead the platoon traversing complex scenarios with higher quality,

performing tricky turns, and avoiding obstacles.

Finally, we show that CopaDrive can be used in several vehicular systems applications. Thus,

we build a model to be used in the classroom, allowing the validation of different control models

and closing the gap between theory and practice in control teaching. On the other hand, we also

show its ability to use other communication models, such as IEEE 802.15.4e, for intra-vehicular

communications.

For all the above, we believe that this thesis has met the proposed objectives, presenting a

flexible framework capable of validating different models of Co-VP systems. Moreover, this thesis

showed how this framework served as a basis for validating a control and communication model

that optimized the performance of Co-VP systems, increasing their safety.

9.2 Future Research Directions

Co-VP applications have been increasing in complexity and safety requirements. Thus, we

believe the research presented here has three directions concerning the topics introduced. We hope

to integrate an LTE C-V2V communication module starting with the framework. We consider this

an exciting alternative to ETSI ITS-G5 that meets the European Union requirements and can work

in parallel, acting as a backup for each other.

Although CopaDrive is currently associated with the Gazebo, its modular and ROS-based

structure allows other 3d robot simulators to be used. Two of these models thought for future

integration include the use of CARLA and Webbots. CARLA presents a very light and interesting

interface, while Webbots presents a new model of integration with ROS that shows a new way

forward. Both scenarios can be compared with the current model, changing part of the integration

paradigm.

Still, within the framework, we see the need to evaluate the system’s ability to respond to

external stimuli, such as a USR. Thus, it will be possible to analyze a Co-VP project integrating

V2V and V2I communication in more complex scenarios than those presented here. This im-

plementation will also include using different OBUs, through integration with HIL, to compare
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the response capacity of different types of ITS-G5 implementations. We are also looking for the

implementation of tools to monitor the system in real time, seeking to detect flaws in the vehicle

itself that may cause it to work improperly, increasing the possibility of accidents.

We understand that improving the positioning system of each robot contributes to a better

implementation of the control system. In this way, a future work is improving this positioning

system and the speed control of the vehicle. Thus, it will be possible to reduce the distance

between the vehicles during the platooning and increase their speed.

We believe that the PID approach is simple and efficient. However, the expansion of Co-

paDrive to use different control models is a natural direction for future projects. In this line of

research, a more modern implementation using an MPC model can serve as a comparison for the

PID system implemented here in terms of performance and response time. Artificial intelligence

systems can also add to the lateral and longitudinal control of the platoon, reducing oscillations

in the movement settings of these vehicles. This implementation also has the potential to solve a

possible loss of messages, allowing the vehicle controller to take actions to ensure the safety of

the system, even if communication is failing.

On the other hand, the evaluation of the communication models used allowed us to observe the

effects of communication failures on the vehicles. Thus, the implementation of a communication

failure detection layer can add to the system, ensuring a correct and fast action in case of failure.

In this sense, a real-time detection of communication delays or packet losses is one of the future

works proposed to complement the work done here. This detection can be extended to the tre-

atment of communication security, minimizing the possibility of malicious interference that may

represent attacks on the Co-VP system. This model will be based on a modular safety and security

layer that can be inserted in the system, independent of the chosen communication model [100].

Such a layer is already being developed and has shown good results by adding safety and security

information to the messages and decoding them at each reception.

Finally, in terms of an expanded tool, we believe that CopaDrive can be effectively evaluated as

a teaching tool. To this end, we direct part of our future research to the simplification of interfaces

and modularity of its components. Thus, we already have work in progress for its integration

with other communication models like the Visible Light Communication (VLC) and also with the

creation of interfaces for modifying the control parameters.



Anexo A

CopaDrive Install Instructions

A.1 Repository

In this section, we present how to download the tools and CopaDrive Simulator repository. We

also present the necessary steps in order to run the system.

A.1.1 Main Requirements:

• OS: Ubuntu 18.0

• ROS: Melodic

• 3d Simulator: Gazebo 9

• Network Simulator: Omnet++ 5.6

A.1.2 Setup Project

1. Install ROS Melodic following the instructions of:

http://wiki.ros.org/melodic/Installation/Ubuntu.

2. Install Omnet++ following the instructions of:

https://doc.omnetpp.org/omnetpp/InstallGuide.pdf

3. Download files from Github

CopaDrive Simulator: https://github.com/enioprates/copaDrive

Artery: https://github.com/enioprates/artery

4. CopaDrive Setup

- CopaDrive Simulator

Delete ".cache"files from .../CISTER_car_simulator/Build folder

Open a new terminal inside .../CISTER_car_simulator
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Type: catkin_make

- CopaDrive Simulator Controllers

Delete ".cache"files from .../CISTER_image_processing/Build folder

Open a new terminal inside .../CISTER_image_processing

Type: catkin_make

- Artery Compilation

Delete ".cache"files from .../artery/Build

Open a new terminal inside .../artery

make vanetza

make inet

make veins

delete /build

Open a new terminal inside .../artery

mkdir build

cd build

cmake ..

A.1.3 How to run CopaDrive Simulator

1. Run the simulator:

Open a new terminal inside .../CISTER_car_simulator

source devel/setup.launch

roslaunch car_demo demo_t.launch

2. PAUSE the simulation and reset the time!

3. Starting the Vehicle Controllers:

Open a new terminal inside .../CISTER_image_processing

source devel/setup.launch

roslaunch image_processing vehicle.launch

4. Starting the Network Simulator (Omnte++):

Open a new terminal inside .../artery

cmake –build build –target run_gazebo-platoon

Start the Omnet++

Start the Gazebo simulation
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